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Abstract—Cooperative communication is emerging as an ef-
fective approach for realizing efficient wireless networks. Perfor-
mance of these networks has been shown to be enhanced signif-
icantly by dynamic resource allocation, especially in orthogonal
frequency division multiplexing (OFDM) systems, where there are
more degrees of freedom. On the other hand, dynamic resource
allocation imposes signalling and computational overhead on the
system. In this paper, a multi-relay OFDM system is considered,
where the cooperation gain of distributed antenna array is ex-
ploited. First we introduce the optimal power allocation problem
and discuss the signaling overhead for implementing the optimal
solution. We then propose suboptimal schemes with considerably
less overhead and study the conditions under which they perform
close to the optimal scheme. Furthermore, we investigate how
imperfect implementation of these scheme results in performance
degradation. We also analyze how much feedback is needed to
implement this scheme with a desirable accuracy.

I. INTRODUCTION

Resource allocation has been proven effective in improving
the performance of communication systems in many cases.
Resources available to be allocated are traditionally bandwidth,
time, and power. The recent introduction of cooperative com-
munication has opened a new front in resource allocation. In
these networks a group of nodes cooperate to communicate
with one or many destinations. Since in this setting many
entities participate to accomplish a shared goal, the resource
allocation problem arises naturally. A number of strategies
for cooperation can be found in the literature, but essentially
a node can cooperate as a relay in two ways [1]. A relay
can try to decode the data it receives and retransmit the re-
encoded data to the destination. This strategy is known as
decode and forward. Alternatively, a relay can retransmit an
amplified version of it’s received signal. This method is known
as amplify and forward.

In this paper we investigate into power allocation (PA) and
its signaling overhead for a cooperative OFDM system with
multiple relays and coherent reception. We isolate one commu-
nication session and consider a source, a destination, and many
relays cooperating using the amplify-and-forward strategy. We
also assume phase and frequency synchronization leading to
coherent reception of relay signals at the destination. While
this assumption is still out of reach for practical systems, the
considerable amount of research on this topic suggests that it
can be possible to implement this scheme, see for example
[2] and [3] and the references there in. All communications
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are assumed to be done using the orthogonal frequency di-
vision multiplexing (OFDM) technique, and power needs to
be allocated among subchannels at the source and among all
relays.

The system under consideration is a broadband fixed or
slowly varying system where feedback information can be
obtain within a reasonable time and cost but at the same
time cannot be perfect and costless. A good example is IEEE
802.16. We consider OFDM as the underlying communication
technique since it has emerged as a major candidate for
the future broadband wireless systems and also it has been
shown that optimal resource allocation can result in significant
performance improvement in these systems. At the same time,
however, using OFDM adds another dimension to our problem
since optimal PA needs to also determine power distribution
among all subchannels.

We consider the optimal PA problem to maximize the sum
of achievable data-rate from the source to the destination,
given a power budget at the source and a sum power budget for
relays. In a practical system, the sum power budget for relays
cannot be very high due to the excessive interference it causes
to the other source-relay-destination clusters in the network
when all relays transmit at the same time. Furthermore, the
gain of increasing the relaying power budget also decreases as
the relaying power increases because of the noise amplification
effect of the amplify-and-forward strategy. Therefore, it is
unlikely that a relay reaches its power limit while the system
maintains the total relaying power constraint.

Noting that the optimal PA problem is non-convex in general
and its solution requires excessive control signalling, we
propose a suboptimal PA scheme that has less overhead and
implementation complexity than but close performance to the
optimal solution. We call it Cooperative Channel Equalization
(CCE), since PA in this scheme is aimed at improving the
equivalent channel between the source and the destination.
More specifically, in this scheme PA among subchannels at the
source is uniform, and information exchange is necessary only
between the destination and the relays. We further propose a
variant of CCE with subchannel selection (CCE-S) to trade-off
signaling overhead for better performance. We then compare
the relative performance, overhead, and channel estimation
error resilience of CCE and CCE-S against other optimal and
suboptimal PA schemes.

The rest of this paper is organized as follow. In the
next section we briefly present some related work. Section



III contains the system description and problem statement.
In section IV, the optimal PA problem is formulated and
suboptimal schemes are presented and analyzed. Section V is
devoted to an investigation into signaling implementation of
these schemes. Section VI contains numerical and comparative
results and section VII concludes the paper.

II. RELATED WORKS

There is a vast amount of literature on optimal resource
allocation. This problem has been of greater interest in OFDM
systems since considerable performance improvement can be
obtained by optimal resource allocation in these systems, see
for example [4]. On the other hand, the amount of feedback
needed has always been an obstacle in realizing optimal
resource allocation especially in OFDM systems when there
are many subchannels. To cope with this problem, the authors
in [5] proposed a limited feedback scheme and showed that it
can achieve a great proportion of the benefits of the optimal
resource allocation in OFDM systems.

The idea of using relays can be traced to the informa-
tion theoretic work of van der Meulen [6]. It was greatly
improved by the work of Cover and El Gamal [1]. The
idea was then almost forgotten about until recently when
practical cooperation strategies and their performance analysis
have been introduced [7][8][9][10]. In term of optimal PA
for relay networks there are numerous works reported in
the publications. These works usually quantify the gain of
optimal PA in different cases and given different performance
criteria. For example, the authors in [11] assumed a three
node configuration and introduced capacity bounds and then
showed that optimal PA in the presence of full CSI leads to
higher rates especially for half-duplex relaying in time division
mode. In [12] the authors considered a regenerative channel
with Rayleigh fading. Again they considered the single relay
case and compared performance in the full and partial CSI
case with uniform power loading.

There is also reported research that focuses particularly on
relaying in OFDM systems. In [13] a single relay is consid-
ered. Then, given a fixed power distribution at the source (or
relay), water-filling among subchannels is shown to be optimal
at the relay (or source). An iterative approaches is suggested to
utilize these two interrelated solutions and its convergence is
shown through numerical investigation. In [14], a multi-relay
network is considered and the capacity is maximized over
the relays’ gain distribution using the dominant eigenvalue
technique. A closed form for relaying gains is presented in
this work.

The authors in [15] proposed the problem of jointly op-
timizing power distribution among the subchannels at the
relay and source (base station), relay selection, and relaying
strategy selection. They argued that the duality gap is zero for
the optimization problem they stated and then broke down
the problem into subproblems using the dual method. The
subproblems are correlated by dual variables and a hierarchical
algorithm is proposed to solve the global problem. See [15]

and the references there for a more detailed discussion of the
previous works.

The main differences between our work and the works
mentioned above is that here we consider an OFDM system
and jointly optimized PA among the source, relays and all
subchannels in a cooperative network with multiple relays and
coherent reception. Further, we propose efficient suboptimal
PA schemes and discuss the feedback requirement and the
effect of imperfection in the implementation of these PA
scheme on the system performance.

III. SYSTEM DESCRIPTION AND PROBLEM STATEMENT

The model we consider is an OFDM wireless system where
a source wants to communicate with a destination and also
there are some nodes who can listen to this transmission
and act as relays. In an OFDM system, the channel can
be considered as a set of orthogonal subchannels, such that
the received signal in each subchannel is independent of the
signals of other subchannels [16]. Following the common
approach, for practical reasons the system is assumed to
be half-duplex, which means that nodes cannot receive and
transmit at the same time and in the same frequency band. The
relays implement the amplify-and-forward strategy in a time
division fashion: a symbol duration is divided into two time
slots. In the first time slot, the source transmits its message,
and the destination and relays listen. In the second time slot,
all the relays synchronously transmit an amplified version of
their received signals, and the destination receives the sum of
the signals from all relays.

Let R and S represent the set of available subchannels and
relays respectively, and let K = |R| and N = |S| be the
number of relays and subchannels. The channel is considered
to be flat for each subchannel, and its channel gain can be
represented by a complex number. The source-relay channels
are represented by an N × K matrix H = {hij} where hij

is subchannel i’s gain between the source and relay j. The
destination is represented as node 0 throughout this paper. We
define TN×K = {tij} in the same way as H for channels
between the relays and the destination. Let ZN×K = {zij} be
the noise matrix where zij is zero-mean white Gaussian noise
which adds to the signal at relay j in subchannel i. Also, let
z
(1)
io and z

(2)
io be zero-mean white Gaussian noise which adds

to the signal at the destination in subchannel i in the first and
second time slots respectively.

The received and transmited signals of relay j in subchannel
i are respectively

rij = hijsi + zij

wij = βijrij .
(1)

The above equation states that relay j amplifies its received
signal in subchannel i with an amplification factor βij and
transmits the resulting signal, wij . The destination combines
the signals from all relays and the signal it received in the first
time slot from the source and decodes the resulting signal. Let
y
(1)
i and y

(2)
i be the destination’s received signals at the first



and second time slot respectively. Then

y
(1)
i = hi0si + z

(1)
i0

y
(2)
i =

∑

j∈R

tijwij + z
(2)
i0 . (2)

We also define gij = tijβij as the effective gain of subchannel
i through relay j and GN×K = {gij}. Then the signal that
the destination receives at subchannel i in the second time slot
can be written in matrix form as

y
(2)
i = (GiH

T
i )si + GiZ

T
i + z

(2)
i0 . (3)

where Gi, Hi and Zi are i′th row of matrices G, H and Z
respectively.

The transmission power of relay j in subchannel i, pij , is

pij = β2
ij(|hij |2pB

i + σ2
ij) (4)

where pB
i is the source’s transmission power at subchannel i

and σ2
ij = E{z2

ij} is the noise power of relay j at subchannel
i. The noise power is assumed to be equal for the destination
and all relays in each subchannel, which means σ2

ij = σ2
i

for all j. Let pi =
∑

j∈R pij be the total relaying power at
subchannel i.

As previously discussed, the performance measure consid-
ered here is the maximum achievable aggregate data-rate,
which we call data-rate for short from now on, defined as

ctotal =
∑

i∈S

ci =
∑

i∈S

log(1 + SNRi) (5)

where S is the set of subchannels utilized and logarithm is
taken with basis e so data-rate is in nut/symbol/hertz. Using
(2) and (3) and assuming coherent reception of the relays’
signals in the second time slot and maximal ratio combining
of the signals in the first and second time slots, SNRi can be
written as

SNRi = SNR
y
(1)
i

+ SNR
y
(2)
i

(6)

=
ps

i |hi0|2
σ2

i

+
ps

i |GiH
T
i |2

σ2
i (GiGT

i + 1)
(7)

=
ps

i

σ2
i



|h0i|2 +

∣∣∣∣∣
∑
j∈R

tijβijhij

∣∣∣∣∣

2

1 +
∑
j∈R

|tijβij |2




(8)

=
ps

i

σ2
eff,i

|heff,i|2 (9)

where

|heff,i|2 = |GiH
T
i |2 + |hi0|2(GiG

T
i + 1)

σ2
eff,i = σ2

i (GiG
T
i + 1)

(10)

are the effective power gain and noise power of subchannel i.
Then the aggregate data-rate can be rewritten as

ctotal =
∑

i∈S

log(1 +
ps

i |heff,i|2
σ2

eff,i

) (11)

Furthermore, since we assumed perfect phase and frequency
synchronization, we can drop the channel phase and work with
their magnitude from now on.

IV. PROBLEM FORMULATION AND SUBOPTIMAL
SOLUTION

In this section we introduce the optimal PA problem that
maximizes the aggregate data-rate of the system given power
constraints at the source and a total power constraint for the
relays. Assume ps and pr to be the power budget of the source
and the relays respectively. The optimization problem can be
stated as

max
ps

i ,pij

ctotal

s.t.
∑

i∈S,j∈R

pij = pr

∑

i∈S

ps
i = ps

ps
i ≥ 0 ∀i ∈ S

pij ≥ 0 ∀i ∈ S, j ∈ R

. (12)

Because of the coherent reception at the receiver, this problem
may not be convex in general, and therefore its solution
involves considerable complexity. Moreover, it requires a
centralized solution, since all channel information are needed
to be available at a central point where the optimal solution
will be found and then fed back to all transmitters.

In a single-carrier system, it has been shown that a strategy
that uses only the best relay usually performs close to the
optimal solution [17]. However, in a multi-carrier system, due
to different channel variation across subchannels at the relays,
the best relay cannot be defined as before. Therefore, other
suboptimal schemes are necessary to decrease overhead and
complexity while maintaining an acceptable portion of the
optimal PA gain.

A. Cooperative Channel Equalization

To overcome the complexity and overhead issues, we pro-
pose a suboptimal PA scheme in which power is uniformly
allocated at the source, i.e.,

ps
i =

ps

N
, (13)

and the total relaying power is set to be equal for all subchan-
nel, which means

pi =
pr

N
. (14)

Power allocated to each subchannel is then distributed opti-
mally among the relays. Note that this scheme is not equivalent
to optimally allocating power among the relays given uniform
power allocation among the subchannels at each relay. In the
resulting PA, the transmission power at different subchannels
would not be equal for each relay. Rather, the sum of trans-
mission power of all relays at each subchannel is constant and
equal to the total relaying power budget divided by the number
of subchannels. We call this scheme Cooperative Channel



Equalization (CCE) since it aims at using relays to equalize the
channel, in contrast to PA in non-cooperative OFDM systems
where the optimal PA scheme tries to efficiently utilize the
difference between subchannels.

To find the optimal PA in this scheme, the dominant
eigenvector optimization technique is utilized as in [14]. First
we split gij into two parts

gij = aijbij

aij =
√

pij

bij =
tij√

pB
i |hij |2 + σi

(15)

and define A = {aij} B = {bij}. Now y
(2)
i from (3) can be

written as

y
(2)
i = (AiH

(d)
i BT

i )si + AiB
(d)
i ZT

i + z2
i0 (16)

where Ai, Bi and Hi are the i’th row of A, B and H respec-
tively. X(d) denotes a diagonal matrix formed by elements of
vector X on it’s diagonal. The SNR corresponding to y

(2)
i is

equal to

SNR
y
(2)
i

=
ps

i |AiH
(d)
i BT

i |2
σ2

i (1 + |AiB
(d)T
i |2)

=
ps

i AiH
(d)
i BT

i BiH
(d)T
i AT

i

σ2
i Ai

(
1
pi

I + B
(d)T
i B

(d)
i

)
AT

i

∆=
ps

i AiQinAT
i

σ2
i AiQidAT

i

. (17)

Our goal is to maximize the data-rate of subchannel i given
the power constraint. Since SNR

y
(1)
i

does not depend on
the PA among relays, this is equal to choosing Ai such that
it satisfies AiA

T
i = pi and maximizes SNR

y
(2)
i

. This is a
dominant eigenvector problem with the solution for Ai that
satisfies

QinAT
i = λmax

i QidA
T
i . (18)

It is easy to see that Qid is a diagonal matrix with strictly
positive elements on its diagonal. Therefore it is invertible
and (18) can be written as

Q−1
id QinAT

i = λmax
i AT

i (19)

where λmax
i is the largest eigenvalue of Q−1

id Qin correspond-
ing to the dominant eigenvector Ai. By multiplying (18) by
Ai from the left and putting AiA

T
i = pi, λmax

i can be written
as

λmax
i =

1
pi

AiQ
−1
id QinAT

i (20)

Therefore from (17) and (19) the maximum value of SNR
y
(2)
i

given the power constraint is

max
Ai

SNR
y
(2)
i

=
ps

i λmax

σ2
i

. (21)

Furthermore, since BT
i Bi has rank one, Qin has rank one, and

A can be found as

aij = αi

(
1
pi

+ |bij |2
)−1

bijhij (22)

where αi is a multiplication factor that ensures that AiA
T
i =

pi. Having aij , the optimal PA among subchannels for each
relay is pij = |aij |2. In addition, from (17) λmax

i is

λmax
i =

∣∣∣∣∣
∑
j∈R

aijbijhij

∣∣∣∣∣

2

1 +
∑
j∈R

|aijbij |2
. (23)

Then the aggregate data-rate can be found as

ctotal =
∑

i∈S

log(1 + SNRi)

∑

i∈S

log(1 +
ps

i

σ2
i

(|h0i|2 + λmax
i

)
) . (24)

Equation (21) is worth some more discussion. Essentially
it says that the received signal from the relays in the second
time slot has the same SNR as if the source has transmitted in
the second time slot with the same power as in the first time
slot and through a channel with power gain |hr

i |2 = λmax
i . An

interesting point here is that λmax
i also implicitly expresses

the effect of noise amplification at relays.

B. CCE with Subchannel Selection

We observe that some subchannels are assigned zero power
in the optimal power allocation scheme. We further observe
that this phenomenon is more pronounced in the low power
regime, which can lead to poor performance by CCE. To
overcome the poor performance of CCE in low power we
introduce an improvement to CCE by first performing sub-
channel selection and then applying CCE to the set of selected
subchannels. We call it CCE with Subchannel Selection (CCE-
S). For the purpose of comparison we also consider subchannel
selection by itself in the numerical results section in which
once the subchannels are selected, power is assigned uniformly
to all subchannels at the source and relays.

A simple criterion is used to select subchannels. This crite-
rion can best be stated in terms of the following algorithmic
implementation.

Algorithm 1:
1) Set ps

i = ps

N and pi = pr

N
2) Calculate λmax

i from (23) with aij from (22)
3) Set the normalized noise power for subchannel i equal

to σ2
i√

|hi0|2+λmax
i

and find the water-filling solution for a

total power of ps

4) Select subchannels to which a positive power is assigned
in the previous step.

We will show, through numerical analysis, that CCE-S
performs very close to the optimal scheme for a wide range
of available power. However, the cost of this performance
improvement is the increase in the signaling overhead and



computational complexity of the PA scheme. In addition to
original signaling requirement for CCE, in CCE-S the source
also needs to be informed of the set of selected subchannels.
Also while the solution of CCE is available in closed form
as a function of channel parameters, as shown in Section
IV.A, CCE-S requires numerical computation to find the set
of selected subchannels.

V. SIGNALING IMPLEMENTATION

How much signaling is needed to implement these schemes?
With CCE, first, power distribution is uniform at the source
and no communication is necessary with the source regarding
PA. Second, if the destination feeds backs the relay-destination
channel gains, tij , to the relays, PA can be determined up to a
normalization factor at the relays (Equation (22)). These points
leads us to the following signaling implementation model.

Every time PA needs to be updated, the destination feeds
back the relay-destination channel information to the corre-
sponding relays. Each relay then calculates its power allocation
without the normalization factor ξi, adjusts its transmission
power using the previous value of ξi, and starts sending data.
The destination then measures its received power and calculate
the ratio ξnew

i

ξold
i

, which will be broadcasted to all relays. The
relays then adjust their transmission power according to this
factor. Therefore the amount of feedback necessary to imple-
ment CCE is KNθc + Nθξ, where θc is the number of bits
used to represent channel parameters and θξ is the number of
bits used to update ξnew

i

ξold
i

.
Note that signaling is limited to the feedback from the des-

tination to the relays and does not include any communication
with the source. This is particularly interesting since the whole
cooperating process is hidden from the source in this scheme.
In a downlink scenario this has an attractive meaning: a set
of nodes can start cooperating and exploit the performance
improvement of optimal PA without any coordination with the
access point. These nodes are very likely a cluster of nodes
relatively close to each other. In that case the communication
among them can be considered as local signaling, which can
be done with lower cost than communicating with the access
point.

To implement CCE-S, λi and therefore the channel informa-
tion from all relays is required. Therefore, for an implemen-
tation of the CCE-S algorithm at the destination, KNθc bits
is required to send the source-relay channel information. In
addition to this, less than or equal to KNθp bits of feedback
to the relays and N bits to the source is necessary. Hence, a
total of KN(θc + θp) and N bits of information exchange are
required between the source and relays, and the source and
destination, respectively, to implement CCE-S.

VI. NUMERICAL RESULTS

In this section we provide numerical results to quantify
the system performance as well as to obtain insights about
the behavior of the system. The setup consists of a source-
destination pair located at a distance of one from each other.
There are three relays in the network. Three scenarios are
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Fig. 2. Aggregate data-rate (bit/symbol) vs. SNR for source-centered relay
placement
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Fig. 3. Aggregate data-rate (bit/symbol) vs. SNR for destination-centered
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considered for relay placement. In the distributed placement,
the relay locations are chosen uniformly from a unit circle
with its center in the mid point between the source and
the destination, while in the source-centered and destination-
centered placements, the relays are located uniformly in a
circle with radius 1

2 centered at the source and destination,
respectively. The amplitude of channel gains are derived from
Rayleigh distributed random variables with average channel
gain d−κ where d is the distance between the transmitter and
receiver and κ is set to be equal to 3. The noise power for
each subchannel is derived from a uniform random variable
with unit average power. Note that this also sets the unit of
power in this model. A total of 32 subchannels are considered
in the system. To make the results independent of a specific
network topology, we consider 30 different realization sof
node placement and show all data with their 90% confidence
interval.

A. Aggregate Data-rate

We investigate the aggregate data-rate in bits per symbol
versus SNR. Figs. 1, 2, and 3 show the aggregate data-rate
for distributed, source-centered, and destination-centered relay
placements respectively, with the relays to source power ratio
equal to 0.5. In these figures, “optimal PA” refers to the PA
scheme computed by brute-force optimization based on (11),
“selection” refers to simple subchannel selection as described
in Section IV.B, and “uniform PA” refers to distributing power
equally among all subchannels and all relays. The first point
that can be observed from these figures is consistence behavior
of these schemes for different node placement realizations
as can be seen from the confidence intervals.An especially
interesting point is that the behavior of CCE and CCE-S is
different in different power regimes and depends on the relay
placement.

These figures show that, in low power, allocating uniform
power to bad subchannels and good ones, as done in CCE,
is an inefficient utilization of power, which results in perfor-
mance well below the optimal case and close to the uniform
PA scheme. As power increases, all subchannels should almost
always be utilized, and optimally allocating power among
relays become more crucial, and therefore the performance
of CCE becomes closer to the optimal case.

While CCE-S has close performance to the optimal case
at low powers for all relay placement scenarios, its behavior
in the high power regime depends on relay placement. In
the source-centered relay placement, as SNR increases, the
gap between the optimal data-rate and the data-rate of CCE-S
increases. CCE-S performs close to CCE for the high power
regime, achieving roughly half of the optimal PA gain. In a
destination-centered relay placement setup, CCE-S continues
to perform close to optimal for high powers. In contrast to the
previous case, here CCE performs better as SNR increases and
its performance becomes close to the optimal case and that of
CCE-S.
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Fig. 4. Percentage of data-rate degradation vs. normalized channel deviation
variance for distributed relay placement

B. Effect of Channel Variation

Next, we present numerical results to analyze the system
behavior in the presence of channel variation. Our analysis
does not include the phase variation, and therefore by channel
variation we mean variation in the amplitude of the channel
gains. The SNR of the received signal is set to be one
(zero dB). We look at the percentage of data-rate loss versus
normalized maximum channel variation ∆, where the new
value for channel x at subchannel i, x

(1)
i , is derived from

the original value, x
(0)
i , as

x
(1)
i = [x(0)

i + N(0, δx
(0)
i )]+ (25)

in which N(0, δx
(0)
i ) is a zero-mean Gaussian random variable

with variance δx
(0)
i . the data-rate loss is defined as

ct(P(1))− ct(P(0))
ct(P(1))

(26)

where ct(P(0)) is the aggregate data-rate after channel varia-
tion with original PA and ct(P(1)) is the aggregate data-rate
after channel variation with accordingly updated PA.

We investigate how data-rate degrades when all channels
(source-destination, source-relay, and relay-destination) vary
according to (25). For the optimal PA scheme, up to 40%
of the aggregate data-rate can be lost when variance of the
variation is equal to the original channel gain. Refereing to
Figs. 1, 2, and 3, it can be seen that this is almost all the PA
gain. Interestingly, when the relays are distributed uniformly,
the system is more resilient to the channel variation. We also
observe that Subchannel Selection and CCE are the most
resilient schemes with about 5% maximum data-rate loss in the
distributed relay placement scenario. The resilence of CCE-S
is between the optimal scheme and CCE.
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Fig. 5. Percentage of data-rate degradation vs. normalized channel deviation
variance for source-centered relay placement
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Fig. 6. Percentage of data-rate degradation vs. normalized channel deviation
variance for destination-centered relay placement

VII. CONCLUSION

In this paper we presented the optimal PA problem in a
cooperative OFDM system with multiple relays. We proposed
two suboptimal schemes for power allocation, namely, Coop-
erative Channel Equalization and Cooperative Channel Equal-
ization with Subchannel Selection. We have compared the
performance of these two suboptimal schemes with each other
and with the optimal scheme, simple subchannel selection, and
uniform PA.

Through numerical analysis, we have shown that the be-
havior of these schemes depends on the geometry of the
network. CCE is shown to perform better in term of data-
rate when the relays are concentrated around the destination.
We have also shown that the relative data-rate of different
suboptimal schemes depends on the power constraints at the
relays and the source. CCE is shown to perform better at higher

power levels while the opposite trend is observed for simple
subchannel selection. With higher implementation complexity
and signaling overhead, CCE-S exploits the advantages of both
schemes and has better performance than both for a wide range
of power constraint.

We have further investigated into the data-rate degradation
effect of out-dated PA under channel variation. CCE and sim-
ple subchannel selection are shown to be relatively resilient to
channel variation, while the optimal scheme can perform even
worse than uniform PA when the channels deviate significantly
from the original values based on which PA was calculated.
Therefore, CCE provides an excellent balance between data-
rate performance, signaling overhead, and channel estimation
error resilience.
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