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Abstract

We study the problem of optimal power allocation among reléyr lifetime maximization in a
dual-hop cooperative network operated by amplify-andvéod relays with battery limitation. We first
formulate the optimization problem for global noncausalpoallocation and present a solution based
on dual decomposition. In the special case of static chanmed provide a closed-form solution for
lifetime maximization, which simply requires equally dibtiting energy over time for each participating
relay. Based on this, we then develop a perceived lifetimdPower allocation strategy, which can
be viewed as a causal implementation of the noncausal @olbi considering only the current channel
state information. We also present a minimum weighted tptater (MWTP) strategy that does not
depend on the prediction of future channel state. PLT and M\&&Pcompared through analysis and
simulation, and it is demonstrated that both result inilifiet performance close to that of the noncausal
optimal solution, and that they significantly outperforne tbonventional strategy of minimizing the
total power per transmission, especially when the link @onts are asymmetric or initial energy
levels nonuniform among relays. We further extend the psegdopower allocation strategies to relay
cooperation with multiple sources and discuss how differetwork configurations affect relay power

sharing among the sources.
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I. INTRODUCTION

Cooperative relaying has been considered a key area of cbsaad development for future-
generation wireless networking. It is a promising commatién technique to improve coverage,
throughput, and reliability, through effective resourdearsng in the network. Much research
effort has been devoted in the past to understanding thevizebaand benefits of cooperative
relaying. Some early works include information theoretigdges following the seminal work
in [1], and extensive studies have been conducted in netlagede designs focused on packet
forwarding in ad hoc and mesh networks [2]. More recentlg, lenefit of user-cooperation has
been identified from a different perspective, in the new gigra of cooperation diversity at the
physical layer, as a means to improve reception reliabfBij4]. This paradigm has its root in
dual-hop relaying, and it has generated much interest ithduranalyzing the cooperative gain
in a variety of dual-hop relay channels and in how to realizehsgain with practical schemes
[5]- [9]. Two types of relaying strategies are most commooiyisidered, amplify-and-forward
(AF) and decode-and-forward (DF), with the former being $imapler to implement.

In some cooperative relaying applications, it is likely tthelays are battery-operated, such
as stand-alone relay stations away from the power grid, er pesers in an ad hoc network
or multi-hop cellular network. Extending the lifetime of cdu networks becomes pivotal to
maintain uninterrupted data exchange and to reduce the fogeckplenishing the batteries.
There has been much research on energy-efficient packeardirg in the ad hoc and sensor
networking paradigms. However, studies on lifetime mazation forphysical-layer cooperative
relaying have so far been scarce. Existing works on relayepailocation mainly focus on
per transmission power usage, either for the optimal poviecation with a given power
budget to maximize certain communication metric in the ekywor for the minimum level
of power consumption per transmission to guarantee sontersygerformance [10]-[20]. These
approaches are applicable in the scenarios with tetheregrpaesources. However, when the
relays have limited energy, the above results do not nexdlyssalicate the network lifetime.

In this work, we consider the lifetime of a dual-hop coopemnhetwork operated by battery-
limited relays using AF. We explore how appropriate powéocation among relays may lead
to prolonging network functionality. The lifetime in thisonk is defined as the time duration for

which the network is able to sustain a minimum data rate. Vdladmn relay cooperation where
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all available relays participate in data forwarding. A sléading environment is considered,

however, we do not assume the communication links have fitatstics.

A. Summary of Results

We first focus on the globally optimal power allocation smint For a single-source relay
network, we formulate the problem of maximizing networketime as a globahoncausal
power allocation problem with fixed energy constraints. rfEtleough this results in an integer-
programming problem, we show that it can be solved using & de@omposition method that
breaks down the problem into separate subproblems. Theansak solution can serve as a
performance upper-bound for any causal algorithm. To owwkedge, this global solution has
not been studied before.

In a special case of static channels, we provide a closed-fgptimal power allocation
solution for lifetime maximization, which calls for evenlistributing energy over time for
each participating relay. This solution is practically egling for its implementation simplicity
and significant reduction on the required feedback overhead

Based on insights obtained from the closed-form solutiorhedtatic-channel case, we then
develop a power allocation algorithm for the general tiraeying channel case. It can be viewed
as acausal implementation of the lifetime-maximizing noncausal $@o by computing theper-
ceived lifetime with the current channel state information (CSl). We terrhd perceived-lifetime
(PLT) algorithm. PLT essentially maintains the same enegfiiciency for each participating
relay. We also present a strategy based onnthemum weighted total power (MWTP), which
is energy-aware but does not depend on the estimation aef@&l. Based on the closed-form
solution obtained, we are able to further analyze the benswaf PLT and MWTP in a two-relay
system, deriving new insights on their performance diffiees. Note that both PLT and MWTP
are centralized power allocation strategies. However, wogvghat, for PLT, the destination only
needs to broadcast a single parameter to all relays for pall@ation, while unicasting the
required power to each relay is needed for MWTP.

Simulation results with more general relaying networksHer demonstrate that PLT and
MWTP perform well in comparison with the noncausal optimaluson, while PLT is more
suitable when asymmetric initial energy levels and/or lnokditions are present in the network.

Both can significantly outperform the conventional minimustat power (MTP) strategy often
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considered for relaying.

Finally, we extend PLT and MWTP to the case with multiple sesreeach allocated a fixed
share of the transmission resource (e.g., time or frequefayr simulation results demonstrate
how different network configurations affect relay powerraig among multiple sources and the

network lifetime.

B. Related Works

The existing studies on cooperative relaying are centetethvastigating different relay
strategies (e.g., AF and DF) and their performance in reteperation and corresponding power
allocation. Most current works focus on optimal power altian without energy limitation. Some
of these studies concern optimal power splitting betweensturce and the relay in single-
relay cooperation, for either transmit power minimizatigilen performance requirements or
performance maximization for given transmit power, whdre performance metrics may be
data rate [12][13][20], outage probability [14][16], ort l@rror rate [15][20]. For multiple relays,
optimal power allocation for relay cooperation and setatfor data-rate maximization have been
considered in [17], distributed relay selection schemessturdied in [10] and [11], and joint relay
strategies and resource allocation in OFDM cellular systén network utility maximization is
discussed in [19]. Without energy limitation, these worksrobt consider the system lifetime.

Studies on lifetime maximization for cooperative relaylmaye so far been scarce. In [21], the
authors studied relay placement and power assignment focddperative relaying in a multi-
node network. Their goal was to maximize the minimum nodetiliie, under bit-error-rate
constraints in an uncoded M-PSK transmission system. Twier allocation was static, based
on the channel statistics only. In this work, we consider Alhvgeparate sources and relays,
and power allocation is dynamic over time. In [22], powepo@adition schemes are devised to
prolong the lifetime of a single-source AF cooperative raty The authors focused on single-
relay selection given some known channel statistics. Theglied several selection strategies
and the corresponding power allocation algorithm, assgnairfinite number of power levels.
The network lifetime was defined by the required SNR at thdimson to maintain a certain
outage probability. In this work, we focus on relay cooperatinstead of relay selection, our
network lifetime is defined as the duration when a certaima date is achievable, we consider

a continues range of power levels, and our causal poweradilbor strategies do not rely on the
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knowledge of channel statistics.

The issue of prolonging network lifetime has also been stlith the context of wireless sensor
networks (WSN) (see for example [23]-[27] and literaturerdi®), as severe energy limitation
makes such issue the most critical in such network to functh few main differences exist
between lifetime maximization we are considering in theayetooperation and the existing
frameworks for WSN lifetime, which make results obtained in NV8ot applicable to our
problem. The first is regarding the lifetime definition. In WSNost studies use lifetime defined
indirectly as the time until the battery of a node drains @@&][ or a portion of sensors are dead
[27]. This definition is mostly applied to the single-hop wetk topology, or non-cooperative
transmissions. In cooperative relaying, we consider pbssiery distinct link statistics among
sources and relays, as well as asymmetric initial energelays, as opposed to the identical
ones commonly assumed in densely populated sensor netwidrlks, energy depletion of some
relays may not result in the end of lifetime of a cooperatiedwork, so long there are relays
to forward the data with required performance satisfied. d@l&nition of lifetime for relay
cooperation targets directly at the operability of the retwto maintain certain performance
requirements. In terms of performance focus, most of studieWSN focus on developing
and analyzing efficient routing or medium access protoamlprblong the network lifetime in
a multi-hop network, with assumption of perfect physicatela performance (i.e. perfect DF
forwarding). Links among nodes is normally abstracted asegghted graph. In cooperative
relaying, the actual physical layer link condition and hoaopgeration can improve the link
condition is the main focus. Power allocation in this cask lwéve direct impact on the network

lifetime.

C. Paper Organization

In Section I, we discuss the network model and lifetime folation. Then we present a
noncausal optimization framework and solution for lifeéirmaximization in Section Ill. The
causal solutions and their analysis, including a closedifoptimal solution for the static channel
case, PLT, and MWTP, are presented in Section IV. The muliplece extensions are given in
Section V. Section VI provides the simulation and comparisesults, and finally conclusions

are given in Section VII.
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Source Ry é Destination

Fig. 1. Dual-hop cooperative network.

[I. PROBLEM FORMULATION
A. Network Model

We first consider a dual-hop cooperative network where acgonpdes transmits data to
a destination nodel with the assistance oiV relays, as shown in Fig. 1. An extension to
the multiple-source case will be presented in Section V. \festrain ourselves to half-duplex
transmission, where a relay node is either in transmissiore@eption but not simultaneously.
Assumingz,(t) being the source data to be sent at timea cooperative transmission takes
place in two phases. In the first phase, the source node lasiadits datac,(¢) to the relays
and the destination. In the second phase, the relays forarmaainplified version of the received
signal from the source to the destination node with its desied powerP;(t), k =1,--- , N.
We assume each relay transmits the data using an orthogoamahel (e.g. frequency or time).
Such arrangement arises in the case where coherent traiemigamong relays are not possible,
either in an asynchronous network, or no instantaneousnehastate information available at
the relays.

The signals received at thegh relay and the destination in the first phase are given by

Yre(t) = / Pohgr(O)z5(t) + (L),
Ya(t) =/ Pehsa(t)z(t) + na(t), 1)

whereh,(t) andhg,(t) denote the channel gains between source and destinatbspance and

relay k, respectively. They capture the path loss with exponendshadowing, and small-scale
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flat fading. The source transmit power is denoted®asThe noise terms, . (t), k=1,--- | N,
andn,(t) are the additive white Gaussian noises at timé/ithout loss of generality, we assume
the noise variance is the same for all links and denote it’as.e. n,.(t), ng(t) ~ CN(0,02).

The forwarded signal at the destination by #ié relay in the second phase is given by

walt) = \/ k(a6 + (), @

where h4(t) denotes the channel gain between retagnd the destination, and,(¢) is the
corresponding additive Gaussian noise with variam¢eWith slight abuse of notation, we still
use timet for the second phase transmission, to indicate that it isgighe transmission (2nd-
hop) of the same source data(t). Nonetheless, such notation should not cause confusion, as
it essentially indicates the time of a complete dual-hopyrétansmission.

From (1) and (2), the received SNR from thth relay is given by

PSPk<t)bk (t)Ck (t)

w(Be(t)) = 14 Poby(t) + Pr(t)cr(t)’ )

where b, (t) = |hg(t)|*/02 and cx(t) = |hpa(t)|?/o? are the nominal received signal-to-noise

ratio (SNR) with unit transmit power at reldyand the destination (from relay), respectively.

Since relays use orthogonal transmissions, at the ddstinahe maximum ratio combining
(MRC) technique can be used to add coherently the receivedlsidpservations, leading to a
combined SNR of all received SNRs from the relays. Thereftre,effective end-to-end data

rate is given by

C(t) = Ni T log (1 + Palt) + ) 'Vk(Pk(t))) : (4)

whereay(t) = |hs(t)|?/o? is the nominal received SNR from the direct path, andv + 1) is

the bandwidth efficiency factor, reflecting the orthogomahsmissions.

B. Lifetime for Cooperative Relay

We assume that relays are battery powered (et = [&,(t),- - - ,En(t)] be the relay residual
energy vector with€,(¢) being the residual energy of relayat timet. The initial energy is then
given by &, (0) for relay k. A relay gradually depletes its energy as it participate®iwarding
the source message. A relay can no longer cooperate if itsireeljenergy for the current

transmission is more than its residual energy. To defineibnhe of such a relay network, we
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use a more direct definition to capture the functionality e hetwork. That is to maintain the
quality of service (QoS) requirement of the end-to-end detasmission subject to a limited
energy budget at each relay. Therefore, we define relay mletlifetime as the time interval

during which the end-to-end data rate is maintained abovénanum required rateR, i.e
T =max{t: C(t') > R,0 <t <t} (5)

Based on this definition, the source would no longer be abletwey its message with required
rate R through relays after timé > T'. Note that beside the data rate, other performance metrics
can be employed, as long as they can be converted to a minilNRnr&quirement. Examples
include the end-to-end bit error rate requirement or thekgiadelay constraint. All of such
metrics eventually lead to a similar type of power allocatgirategy.

The transmission power allocated on a relay at timshould satisfy the energy constraint:
Py(t)At < &(t), where At denotes the transmission duration. A network is caflegttional
at time ¢, if there exists a feasible relay power allocation vecit) = [P(t), -, Py(t)]"
that satisfies both energy and QoS constraints. A networklghme functional during its entire
lifetime. We denote the matri®(T") = [P(0), P(1),--- , P(T)] as theN x T power allocation
matrix during the network lifetime, with columns and rowsrresponding to time and relay
nodes, respectively.

Note that, when the network reaches its lifetime, each nelay have some residual energy left
which is not sufficient to forward the signal at the requirater Therefore, the lifetime depends
on both the amount of actual energy spent and the transmigsiwer used. Minimizing relay
transmission power at each time does not necessarily gydlom network lifetime, as residual
energy also needs to be taken into account on how power sheutdlocated. This fact will be
further explained and demonstrated in the simulations. @jective is then to seek effective

power allocation strategies to maximize the lifetiffie

[1l. POWEROPTIMIZATION FOR LIFETIME MAXIMIZATION : NONCAUSAL SOLUTION

We first ignore the causality issue for power allocation, tie allocation vectoP(¢) can be
determined based on future link conditions. Then our hfetimaximization problem essentially
is a global optimization problem with entries Bfas the optimization variables. We assume that

the power of relays remain constant within each transmmssiot with durationA and we set
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A = 1s without loss of generality. Therefore, our optimizatiorolplem can be expressed in a

discrete version witht as slot index and” = nA as the lifetime. The optimization is then given

by

max n 6
i (6)

n

st(i) Y Pu(t) < &(0), fork=1,-- N;

3 PPy ()b ()i (1)
(i) Pl + > T 0 1 Puler 2

(iii) Py(t)>0, t=1,---.n; k=1,--- N,

where v, 2 (2W+DE _ 1) is the SNR threshold for the required rale The first condition
ensures that the total expended energy by réldyring the network’s operations will not exceed
the initial energy&,(0), while the second constraint provides the rate requirerasrthe QoS
constraint. Finally, the power variables are non-negative

At first glance, the problem (6) seems to be an integer-progriag problem and possibly hard
to solve. However, notice that, for a giventhis problem is transformed into a feasibility problem
with convex constraints. The maximum valuerofor which a feasible solutiod®(n) exists can
be obtained numerically using bisection search. Spedifjcaé decompose the problem into two-
nested search loops. The outer loop varieand the inner loop search for a feasible solution
P(n) at the given value ofi. As for the feasibility test, we use a dual decompositionhoétto
break down the optimization problem into a set of subprokl¢inat are individually solvable.

Specifically, for a givem, we define the lagrangian function associated with (6) by

I(P(n), p,n) =n+ Z,ut (Psa(t) + Z'Vk:(Pk:(t)) - %h)

- i (z ey

+ Z Mt(Psa(t) - ”Yth), (7)

where pu = [uq,- -+, p,] are the dual variables, ang.(Py(t)) is given in (3). Then, the dual
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function is obtained as

max ['(P(n), p,n)
g(p,n) =q 70 : (8)
s.t. constraints(i), (ii:) in (6)

It can be decomposed ¥ underlying subproblems corresponding to therelays

)

Pk(n

Zpk ) < &(0), Pu(t) >0

for k = 1,--- , N. Note that the interaction among the relays over the duratiolifetime is
controlled through the use of dual variablascommon to all relays. It controls the relative
power allocation over time to ensure the rate requirememhas at each time slot, so that a
higher value ofu; induces more power allocated to timeNote that having the local knowledge
of CSI for all time allows each relay tondividually solve (9) for a givenu and obtain the
optimum P;(t).

For a givenn, the problem in (6) is convex. Due to the zero-duality-gamperty of a convex
problem, if (6) is feasible for that given, then this feasible solution can be found via its dual

problem

mjn g(p,n) = mjn {n + ng(u) + Z e (Psa(t) — ’Yth)}

st pu>=0, (10)

where < denotes the element-wise inequality. To solve (10), thegsadient method can be
adopted [28]. In this method, we keep updatingthrough the following iteration procedure
until convergence is achieved.

1) Initialize p(©

2) Givenpu®, solve (9) fork = 1,---, N to obtain the optimal values @' (n). Using the

Lagrangian method with KKT conditions?/*(¢) is obtained as
JF

/Lf:)\*lPSbk(t)ck(t)(l + Psbk(t)) —-1- Psbk(t)
Ck(t)

Py = |V (11)

where [z]* 2 max(0,z), and X is chosen such that constraint (i) in (6) is satisfied. The

derivation of (11) is presented in Appendix B.
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3) Set
N
ptt = g+ (%h — Pa(t) = Y w(F (t))) v (12)
k=1
fort =1,--- ,n, wherev! is the step size at thih iteration.

4) Letl =1+ 1; Return to steg until convergence.

The above subgradient algorithm is guaranteed to convergfgetoptimalw*, if the step size is
chosen by the diminish step-size rule. The rule requirestéye size to converge to zero and to
be nonsummablé™, v = oo [28]. We setv! = 1/1 which satisfies the above rule. Onpg is
obtained, the optimal primal variabl®s (n) can be calculated from (11). If the calculat@t(n)
satisfies all the constraints (i)-(iii) in (6), the problesfeasible for the givem. Otherwise, if
either the iteration procedure diverges, or the solutiariatés the constraints, the problem is
declared to be infeasible for the given

If the problem (6) is feasible fon, we can be assured that this problem is also feasible for
n'/, wheren’ < n. Therefore, the bisection method can be used as a searcbdrieththe outer
loop to find the maximum lifetime, whose correspondinB*(n) satisfies all the constraints of
(6).

As mentioned earlier, in order to solve the general optitiomaproblem in (6), knowledge of
the CSI of all links for the entire lifetime is required. Thinee, the above solution is noncausal
and can only be adopted for the static or very slow fadingrenwents. For general time-varying
channels, where future CSI cannot be obtained or estimateaysal power allocation strategy

is required.

IV. LIFETIME MAXIMIZATION : CAUSAL ALGORITHMS

To address the issue of causality, we first focus on the sthionel case and present a closed-
form lifetime maximizing power allocation solution. Based this solution, we then provide the
causal PLT approach for time-varying channels, which oelgs on the present CSI and residual

energy. We also present the MWTP approach and compare theppvoaches analytically.

A. Satic Channel Case

We consider the optimization problem in (6) for a speciakcakere channel gains are static

over time. We drop the time indexfrom a, (), bx(t) andc,(t) for the optimization problem in
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(6). However, the optimum powe?,(t) is still subject to change due to the variation of residual
energy&(t) over time. In the following, we show that, for the static chehcase, the previous
global solution has a closed-form expression, which cpoeds to a simple power allocation
strategy amenable to easy implementation.

Proposition 1. For static channels, the following power allocation sggtes optimal for the
problem in (6)

Prt) = 5’;—(0) t=1,....n" (13)

where the maximum lifetime* is given by

N
gk(O)Psbka
=m : P g > ) 14
" ax {n 56+ P n(1 4 Pby) + Ex(0)cr, — %h} a4

Proof: See Appendix A. [ |

The power allocation scheme in Proposition 1 essentialhgssts that equally distributing
the energy of each relay over time (i.e. constant power) mies the network lifetime. Note
that although this optimal solution turns out to be simpiés & nontrivial solution. Considering
the case where the relays with different initial energy canplositioned anywhere and thus
exhibit very different link conditions (i.eb, and ¢;), it is not immediately obvious that the
constant-power solution for all relays would give the maxmlifetime. At the same time, a
power allocation approach that minimizes the total powexdugy the relays at each time is
suboptimal for lifetime maximization, which is verified ali the later simulation results.

The solution in Proposition 1 also has the following chaggstics:
P1) It maintains equal energy efficiency among particigptielays after each transmission,

where the energy efficiency is defined as

)2 Fd =

P2) It minimizes the sum of wasted residual energy at the érideonetwork lifetime.

(15)

From the practical engineering point of view, this allooatscheme is very easy to implement.
It requires the exacsame fraction of the remaining energy to be allocated for each relay. All

the information required for each relay g, which can be broadcasted to each relay.
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B. Perceived Lifetime (PLT) Power Allocation Strategy for Time-Varying Channels

Now we consider a more practical case when the channels asmnge, relays, and desti-
nation are slowly varying over time, possibly due to movetriaduced path loss, shadowing,
or small-scale flat fading. For each relay, the power to bel @tesach transmission can only
be based on causal information of the channel and resideatjgrBased on the optimal power
allocation strategy in the static-channel case, we propleseollowing PLT power allocation
approach.

At each timet, for given channel gains and remaining enet@y;.(¢), bx(t), cx(t) }, Ex(t)), we

compute the maximurperceived lifetime and the corresponding power allocation:

L (t) Poby(t)cx(t)
n'(t) = max {n Psa(t Z 1+ p bi(1)) + Ex(t)cr(t)
> ’Yth}, (16)
Pk<t):£k(t> fork=1,---, N. (17)

n*(t)’ 7
Essentially, the PLT algorithm tries to maximize the netwbfetime at each transmission
stage assuming the current channel gains will not changkeriuture. At the same time, this
strategy also attempts to maintain the two properties P1P&)djiven in the static channel case.
In the simulation examples, we will compare the PLT algonitvith the optimal noncausal

power allocation solution under time-varying channel scers.

C. Minimum Weighted Total Power (MWTP) Strategy

The PLT algorithm can be viewed as a causal implementatitmeofioncausal power allocation
solution by assuming the future channels stay the same asuthent ones. Without assuming
the future channel conditions, we now introduce anothatesyy that directly targets at reducing
the current transmission powers among the relays. As nreediearlier, minimizing the total per
transmission power at relays without residual energy clamation is not necessarily prolonging

the lifetime. Instead, we propose to minimize a weightedltpbwer per transmission, where
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the power allocation at timeis the solution of the following optimization problem

P(t t (18)

s.t 1) C’()ZR
2) P(t) 2 E(1)

The weight for each relay is the inverse of residual enerdyra ¢, i.e. more weight is given for
the relay with smaller residual energy, inducing the retayse less power for relay cooperation.
From the the static-channel case, we observe that to maxithiz network lifetime, all relays
would deplete energy at the same time. The strategy in (1i8yirg to achieve this goal through
residual energy weighting.

Since the optimization in (18) is convex, we can solve it bipg@&KT conditions. Considering

the Lagrangian

T(Pi(t), -, Pn(t),\) =

> e (m =Y (B - Psaku)) (19)

with multiplier A\. By applying KKT conditions similar as in Appendix B, the opaimpower

P.(t) allocated to relay: is determined as
+
: VAE()Br(t) — Pt
P(t) = 20
k’( ) mln{ ( Ck(t) ) }’ ( )

where §i.(t) = Psb(t)cr(t)(1 + Psbi(t)). Parameter\ is chosen such that the minimum rate

requirementC'(t) = R is met, whereC'(t) is given in (4). Note that, without considering the
residual energy, (18) would reduce to the conventionalteggato minimize the total power
(MTP). The solution of MTP can be obtained by simply removéigt) in (20).

Note that the amounts of feedback required in PLT and MWTP ke different. They both
can be implemented in a centralized manner, where the déstincollects channel and residual
energy information and then computes the appropriate ptevets. While in the MWTP and
MTP approaches, the destination needs to send the computet [@vels to each individual relay
at each time slot, the feedback in the PLT approach only reguhe destination to broadcast a

single parameten*(¢) for all relays, wheren*(¢) is the momentarily perceived lifetime value.
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D. Power Allocation Analysis in the Two-relay Case

To obtain some insightful understanding on how the proppseeer allocation schemes behave
differently in various cases, we analyze the assigned pdarenetworks two relays N = 2).
In the following analysis, we make an assumption that thecastelay channels are sufficiently
strong so thaP’sby.(t) + 1 ~ Pbk(t), k = 1,2. Furthermore, the SNR threshoig, (corresponds
to the required rateR) must satisfyv,, < Psa(t) + Ps(bi(t) + b2(t)). This is because the
maximum attainable SNRs through the AF relaysnd 2 are upper bounded b¥,b;(¢) and
P,by(t), respectively; if the assumption is not true, then the negliiate could not be maintained,
regardless of how much power each relay contributes.

In the following, we compute the power allocation at tiheFor notational simplicity, we
drop the dependency dfin the following calculation. For the PLT approach, from eation

(16), the maximum perceived lifetime for the two-relay netkis reduced to

o L—A+\/fj—4ACJ (21)

where
A= P2yby(y — Paa),
B = P& ciba(vun — Psa — Piby) + Excaby (yan — Psa — Pybo)],
C = E1&cica(yn — Psa — Pyby — Pyby).
The corresponding power allocation solution is simply glted asP;, = & /n* and P, = & /n*.
We consider thepower ratio factor, x = P,/ P,, that characterizes any approach. For PLT, it is

given by

&
PLT = 22
W= g (22)

If the MWTP approach is used, from (20), we have

+
o [P (Pt /52 = Pby — Paa+ 70 09
! c Psa + Py(by + by) — v
and N
Esco
Puby (Pobi /22 = Py = Poat )
p= |2 e , (24)

Co Psa + Ps(by + ba) —
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where we assumé; < &;, for i = 1,2. From (23) and (24), we realize that as longHas >
P,a+max(P;by, P;by), P, and P, remain positive regardless what the value of residual éeerg
& and &, are (note thaty, < P,a+ Ps(b + bs)). In this case, the power ratio facteris equal

to
bica (Pst % — Psby — Psa + ’Yth)
MWTP 262 . (25)
bacy (b /22 = Pby = Paa+ )

In the MTP approach, power allocation is not a function oideal energy, and the ratie

would reduce to
bicz (Pubs /2 = Poba = P+ )

MTP 2

bacr (Pbiy[2 = Pby = Poa+ 7).

1

K

(26)

While ™ in (22) increases linearly witlf; /&, at high&; /&, region, x™™ in (25) grows in
the order ofO(,/&,/&,). The different order of increment for the PLT and MWTP apphusc
reveals that wherf; > &, PLT allocates more power to relaythan MWTP does. Hence,
MWTP is more conservative than PLT in terms of assigning poleerthe relay with higher
residual energy. This behavior is observed whéh > "™, or equivalently

& > bico Yen — Psa — Psbs
&y bacy Yen — Psa — Psbl.

The derivation for (27) is provided in Appendix C.
Fig. 2 depicts the behavior of PLT, MWTP, and MTP, by showing ttariation of P,/ P,

with respect taf; /&, in a static-channel example. The network setup is as follasgmmetric

(27)

cooperative network with two relays locatedat(20m, 20m) and Ry(—20m, 15m), and source
and destination respectively positioned&B0m, 0m) and D(0m,0m). The channel path-loss
exponent iso = 2, noise variance is set to?> = 10~%, and the rate threshold value i =
1.9bits/s/Hz. The figure shows that the PLT and MWTP power-ratives coincide af; /&, ~
0.38, which is confirmed in (27). Then, the curve under MWTP growsligearly with £, /&s,
as compared to the linear growth under PLT.

Since MWTP is more conservative, if the channel farhappens to deteriorate in the future,
it could outperform PLT, as it happens to track the futurencteh state in the right direction.
Conversely, if the channel fak, improves in the future, MWTP will track the channel state in

the wrong direction and perform worse. Overall, since ndnia® schemes deliberately predicts
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‘
—— MTWP
——PLT
- = MTP

0.5- B

I
0 0.5 1 1.5 2 25 3
E1/E2

Fig. 2. Power ratio of three power allocation schemes in a two-relay nietwor

the future CSI, there is no obvious advantage between PLT aN@ Rlin terms of performance.

In various simulations, we observe that PLT often outpenloMWTP.

V. LIFETIME MAXIMIZATION FOR MULTIPLE SOURCES

Our analysis for the single-source scenario can be extetmed multiple-source network.
We assume a relay network with/ sources. These sources may transmit data to either their
corresponding destinations or to a common single destimafissumeV relays in the network,
and all sources share them for data transmission. Eachesogeds to maintain its minimum
rate requirement for as long as possible, and the netwoekintie is defined as the duration
where the required rates for all sources are satisfied. Weres®rthogonal channels are used
among sources for their data transmission, and each saiassigned a fixed amount of channel
resource. For example, the network bandwidth (or time) reajisided into fixed subbands (or
time frames) and assigned to the sources, so that the coroationi between each source its
destination via relays is performed over that subband fee frame) only. In this multiple-source
setup, the question is how each relay at titnghould distribute its power among the sources

with the objective of prolonging lifetime

1optimal allocation of resources jointly among sources and relays is outsidgcope of this paper and is left open for future

research.
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We can generalize (6) to the multiple-source case with a anesal global power allocation
solution. The following two changes must be incorporated the formulation: 1) the dimension
of the optimization variabl@ (n) is increased by one to contain the power allocation vectars f
all sources; and 2)M — 1) minimum rate constraints corresponding(fd — 1) new sources are
added to constraint (ii) of (6). The modified new optimizatjgroblem can again be transformed

into a feasibility problem with convex constraint sets fogigen n:

max mn 28
i (28)

n M
Z ij <gk; ) fork=1,---,N;
t=1 1

j=
(i1)  Psa;(t) + ZWW Pii(t)) > %h ,

fort=1,---,n; j=1,---,M,;

(i99) Pri(t) >0, t=1,--- ,n; k=1,--- ,N;j=1,--- M

whereyt(i) is destination SNR corresponding to the rate requiremersoafce;, and P;(t)
denotes the power contributed by relayto assist sourcg to convey its message at tinte
Similarly to (6), we can solve (28) by using a two-nested Isearch, and we omit the details.
In the following, we focus on theausal PLT approach. Since the PLT strategy is devised
based on the optimal power allocation in the static-chacask, we first present the solution
for the static-channel case and then explain how it is agpbethe time-varying case.
By adapting the result in Proposition 1, we reach the follgvguation for power allocation

among relays in the multiple-source scenario,

wheren* is the maximum lifetime, and each,; can be shown to be constant over the entire
lifetime. Effectively, from each relay’'s point of view, alources can be considered as one
combined source. Thus, similar to the single-source césegehergy of each relay should be
equally distributed over time to maximize the network life.

In addition, we need to find the optimal power sharing of eathyramong multiple sources



SUBMITTED TO IEEE TRANS. ON SIGNAL PROCESSING 19

at timet. By combining (29) and the rate constraints in (14), we haegalowing optimization:

n :Hlljlii]?( n (30)

M
st(i) nY Py <&(0), k=1--- N

J=1
N

(it) Psa; + Z’ij(ij) > ’Yt(;z) j=1-- M
k=1

To solve (30), we can relax the integer restrictiorroand attempt to find the optimal real value
of lifetime 7* and then set* = [7*]. Since (30) is convex, an adaptation of dual decomposition
method along with the bisection search, similar to the tweted search loops in Section I,
can also be employed here. In the inner-loop search, if oplages the parametérwith j,
which corresponding to the rate constraint of each souhee)\t decomposed subproblems in

(9) would become

M
(P
Pkf}ggkhleujvk( i)

M
st nY Py < E(0), Py >0

j=1
for k =1,---,N. Note that in this case, the convergence in the inner looglgeged much
faster since the number of variables to be determined is dnkyA compared with that in (7),
which is N x n (typically n > M).

Based on the above solution of static channels, the PLT gyrdtw time-varying channels
is as follows. Given the CSI and residual energy at timeompute the perceived lifetime and

corresponding power allocation assuming the current ailamemain unchanged in the future:
[n()", P(8)"] =
arg max {n(t) : (i)-(iii) of (30) satisfied at timet} (32)

{Pr; (1) },n(t)
Finally, one may also generalize the MWTP approach (and aimiMTP) to the multiple-
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source scenario. The power allocation at tinman be computed from the following optimization:

* : - Zﬁl Pk’j(t) .

(1)-(iii) of (30) satisfied at timet}.

Since (33) is convey, it can be solved with standard convexagation procedure to find the
optimal Pj;(t).

VI. SIMULATION RESULTS

To evaluate the performance of PLT, MWTP, and MTP in static sloav-varying channel

conditions, we present simulation results in these sedtouwlifferent relay cooperation setups.

A. Sngle Source

1) Network Setup: Fig.3 shows two types of network setup we consider for thglstsource
simulations: a) fixed node locations and static or slowsfgdchannel environment, and b) a
moving source creating time-varying channels due to padk-Variation. In all presented results,
the path-loss exponent is assumed= 2, and the noise levet? = 10~*W= —40dBW. We
further assume that the source power and the transmissmndgiot are normalized to unity, i.e
P, =1W and A = 1s.

2) Performance under Satic Channels: We first consider the static-channel case and use
Fig.3(a) for the network setup. A source-destination afixed atS(—16m, 0m) andD(14m, 0m).
Four relay nodes are placed at coordina®&$10m, —7m), Ry(—13m,7m), R3(0m,10m) and
R4(0m,—10m). Their initial energies are set t6(0) = [10KJ, 2KJ, 20KJ, 2KJ|. Because of
the static-channel assumption, no movement is considerduis experiment. Fig.4 depicts the
achieved lifetime vs. the minimum required rate under PLWWP, and MTP. We observe
that as the required rate increases, the network lifetinoeedses due to the increase of power
consumption. The PLT scheme, which gives the optimal alionaor the static-channel case,
clearly outperforms both MWTP and MTP. Moreover, the MWTP sebachieves considerably
longer lifetime than that of MTP. For example, at the rateuresment of R = 1.3bits/s/Hz, the
lifetime of MWTP is almost doubled compared with that of MTP.

To better understand the above improvement, in Fig.5, we thk residual energy of each

relay when the network’s lifetime is reached under the titdeschemes. We observe that, in
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the MTP scheme, becauge has the most favorable channel condition, the energohas
been used predominantly to satisfy the required rate. Upmmgg depletion aiR,, the other
three relays fail to maintain the required rate, and the adtweaches its lifetime. The MWTP
scheme, on the other hand, manages to allocate some pourgrtathelp relaying while still
relay on R, as the main node for relaying. When the network lifetime i<hea, a substantial
amount of energy remains iR; and R3, which is not sufficient for the network to provide the
required rate. Noted that the ratio of wasted energy unaeMhP is even higher than that under
the MWTP. In contrast, we observe that all relays in PLT depteeir energy at the same time,
demonstrating that the energy of each relay has been efficiesed. Such concurrent energy
depletion does not typically occur in the other two schemes.

3) Performance under Time-Varying Channels. We consider the scenario with slow time-
varying channels. Since the channel variation can be fedtimto large-scale variation and
small-scale multipath fading, we test the performance usdell-scale variation and large-scale
variation separately. First, we consider slow fading ovefirgks due to small-scale multipath
fading. The node placement in Fig.3(a) is considered. Toahtte slow-fading channels, we
employ Jakes’ fading model with normalized fading r#&, = 0.005, where f, is the Doppler
frequency andl, is a symbol duration [29]. Fig.6 demonstrates the averagéinie vs. the
required rate under each power allocation scheme. As eegheste see that the lifetime under
noncausal optimal allocation serves as an upper bound féy MMWTP, and MTP, while the
performance of PLT and MWTP are closer to this upper bounds démonstrates the importance
of considering the residual energy in power allocation.

Next, we consider the case of a moving source causing lax@e-path-loss variation of the
channels. The network setup is shown in Fig.3(b) where theced' transmits data to destination
D through two relay node#; and R,. Assume that the source moves with a constant speed
v = 0.3m/s in random directions confined in a circle with cent&r30m,0m) and radius
r = 4m, and two relays are placed &t (—20m,5m) and Ry(—20m, —15m). Initial energy
levels€(0) = [1KJ, 1KJ] are assigned t&; and R,. Using Monte Carlo simulation, the average
lifetime of the power allocation schemes vs. the requirdd implotted in Fig.7. Comparing the
performance under each scheme, we see that PLT nearly ashig maximum lifetime under
the noncausal optimal solution. Compared with MTP, both Phd ®IWTP provides significant

lifetime improvement. For example, & = 1.8bps/Hz, the lifetime increment is approximately
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30%.

4) Effect of Asymmetric Initial Energy: In the next experiment, we study the effect of the
initial energy levels on the lifetime of different power @htion schemes. We again use the
network setup in Fig.3(b). In this experiment, the locasiah all nodes including relays, source,

and destination are fixed. To remove the effect from the asgtmeal relay links, we placé; to
£1(0)
E2(0)?
from 1 to 10, while keeping the sum initial energy unchanged, i&(0) + &(0) = 2KJ. In

(—20m, 15m), and fix the source & (—30m, 0m). We vary the ratio of initial energyj =

Fig.8, we plot the network lifetime for two rate requiremenk = 1.7 or 1.9bits/s/Hz. For

6 =1, the network setup becomes completely symmetrical botlerimg of the relays residual
energy and the links’ channel conditions. Due to this synyndétis not hard to prove that the
PLT, MWTP, and MTP would result in the same power allocatiolutsmn and identical lifetime
performance. This fact is verified in Fig. 8@t= 1. As 3 increases, i.e. the asymmetry increases,
the lifetime gap among the three schemes becomes larglarPWit giving the best performance.
Results in Fig.7 and Fig.8 demonstrate that using the ersmigye power allocation schemes

are particularly more effective in the asymmetric netwogkup which is common in practice.

B. Multiple Sources

We now consider a multiple-source relay network with tinsgywing channels. The network
setup is shown in Fig.9, where the two relays are fixed whigettto sources are assumed to
move at speed = 0.3m/s independently in random directions inside two circles wildius
r = 3m and centered &f, (—20m, 10m) and Sy(—20m, —10m). We assume that the two sources
have the same rate requirement. We further assume that sheefay, ?,, has double the initial
energy compared to the second rel&y, Fig. 10 shows the lifetime vs. the rate requirement
under different power allocation schemes. This figure agaimonstrates that by incorporating
the residual energy through either PLT or MWTP, the netwof&time can be significantly
increased.

For the multiple-source case, it is of interest to invesédgaow each relay splits its power
among existing sources. Fig. 11 and Fig. 12 illustrate theyrpower distribution of?; and R,
for the network setup given in Fig. (9) with fixed and.S; at (—20m, 10m) and(—20m, —10m),
respectively. The rate threshold value for both users isasét = 2.3bits/s/Hz. The ratig? =

&1/&, is varied from0.5 to 5. Note thatf; and &, are the instantaneous residual energy levels
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(not necessarily initial energy). Using the same notatisrbefore, P,; denotes the amount of
power spent by relay: to help source. From Fig. 11 and Fig. 12, we see that fér= 1 (a
symmetric setup), using any of the three schemes wouldtrestihe same power splitting for
both relays. As3 > 1, for both PLT and MWTPR; with higher remaining energ§, will spend
more power thank,, with R; in PLT using more power than that in MWTP. This is similar
to the single-source case in Section IV-D. In terms of povgdittsg for different sources, we
see that, forR,, as/ increases, the percentage of power allocatedstincreases. Sincé;’s
required rate is met by using a relatively fixed pow&y from R,, the additional power of
R; is devoted to suppor$, to satisfy its required rate. On the other haft, with much less

remaining energy would be less willing to spend the powertler farther source;.

VII. CONCLUSION

Energy-aware power allocation for network lifetime maxation was considered in this
paper for a dual-hop cooperative network operated by lhyaliteited AF relays. For a given
minimum rate requirement, the problem was first formulatedcanvex optimization with a
global noncausal solution. In the case of static channetdpsed-form and easy-to-implement
solution was shown. Inspired by this solution, we presergechusal implementation of this
optimal solution for the time-varying scenaricg., the PLT scheme. Furthermore, we proposed
an alternative MWTP scheme, which is independent of future @8&dliction, and analytically
compared its performance to that of the PLT scheme. Unligertiditional scheme of minimizing
total power per transmission, both MWTP and PLT exploit the &Slvell as the state of residual
energy to assign power to each relay. We further extendese the&hemes to relay cooperation with
multiple sources. In simulation, we considered the casé&®tf static channels and slow-varying
channels that are either due to small-fading or moving n@desing path-loss variation. Both
schemes demonstrated a significant lifetime improvemeat tve MTP scheme. The energy-
aware schemes are particularly effective under asymmetrgrms of either relay link condition
or the initial energy, which is common in practical relaywetks.

Note that, in the PLT scheme, a simple prediction is appleskd on current CSI assuming the
future CSI is the same as the current one. For channels with domrelations, we could exploit
the current and past channel to better predict the futurareiagain, and possibly improve the

performance. The issue of how much performance improverserthe complexity of computing
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power allocation as compared to the PLT needs to be studigetails. How to modify the power
allocation updating method to improve the performance iseculy under our investigation as

the future work.

APPENDIXA

PROOF OFPROPOSITION1

For the solution presented in Section Il to solve (6), wet fioek at the inner loop with a
givenn. Consider the subgradient iteration method for solving .(Y@ initialize the Lagrange
multiplier p with ann x 1 vector of 1's, i.eu” = 1. The maximum ofy, (¥, n) in (9) should
be determined through finding the optim@P?*(¢)}7_,. Since the channels,(t) and ¢, (t) are
static, the optimalP*(¢) shown in (11) is therefore constant oveas well, and it reduces to

the following expression
&r(0)

PX(t) = 34

0 () = == (34)
For the update ofu' in (12), sincea(t) and PY*(t) are constant for alt = 1,--- ,n, uf is
the same for alt = 1,--- ,n as well, andu! = ul1. In the next iteration withu!, we see

that Pl*(¢) in (11) is again constant oveér Following the updating procedure, we see tpéat

will always contain equal entries, arfg*(¢) has the expression in (34) for every iteration until

convergence. Therefore, for a givenwe have the optimaP; (¢) = £, (0
In the outer loop, we then search for the maximufrthat satisfies the rate constraint given in
(i) of (6). Since we have shown that, for any feasiblethe optimal power allocatio®;(t) =

&) the maximumn* then can be found as shown in (14).

APPENDIXB

PROOF OF(11)

The Lagrangian function of (9) with the multiplier is written as

T (Py(1), - - Z I ( 1 +I; ]ZZ 2b+(;:§t(;c)k(t) + Psa(t)) -\ (; Pi(t) — &(0) ],
(35
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fork=1,---, N, wherevy, in (9) was substituted by (3). Then by applying the KKT coiadhis

as follow
=0, if 0<Pi(t) <&(t)

or
OP;(t)

>0, if Pr(t)=0 (36)
<0, if PE(t) = &E(t),
the optimal P/*(¢) can be obtained as

Pie(r) = | VAL sbk(t)ck(t)(lczfsbk(t))—1_Psbk@) +’ -

where )\ is chosen such that the constraint (i) in (6) is met.

APPENDIXC

PROOF OF(27)

By comparing the two equations (22) and (25), we can find thersettion point of MWTP
and PLT. Defining a new variable = ,/g—; and performing ratio cross-multiplication on the

equations (22) and (25), we have
x2(7th - Psa - Psbl)b2cl - blcQ(’Yth - Psa - Psb2) =0. (38)

Solving this leads to the right-hand-side of (27). Afterstpbint, asf; /&, increasess™ grows

faster thans"™,
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Fig. 3. Simulation configurations: a) used for static channel and slovi-so@e fading experiments in Fig.4 - Fig.6; b) used

for source-moving experiment with large-scale path-loss variation irv Figd Fig.8.
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Fig. 4. Lifetime vs. rate requirement for static-channel case with theankteetup in Fig.3(a).
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Fig. 5. Residual energy of each relay at the end of lifetime with the initiatggn€(0) = [10KJ, 2KJ, 20KJ, 2KJ], and the
required rateR = 1.3bps/Hz.
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Fig. 6. Lifetime vs. rate requirement for slow-fading channel case thighnetwork setup in Fig.3(a)f{Ts = 0.005).
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Fig. 7. Lifetime vs. rate requirement for the moving-source setup irSggy.
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Fig. 9. Simulation configuration: multiple-source experiment setup in Fg. 1
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Fig. 10. Lifetime vs. rate requirement fa = 2 and N = 2.
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Fig. 11. Relay 1's power distribution among two sources vs. residugiggratio for static-channel case wiffi = 2.
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Relay 2's power distribution among two sources vs. residualggrratio for static-channel case witti = 2.
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