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Abstract

Currently deployed wireless mesh networks are based
on 802.11, WiFi, technology, which is not efficient in mul-
tihop scenarios. We present a method for embedding
802.16 packets into 802.11 broadcast packets and padding
the 802.11 broadcast payload, so that the broadcasts are
aligned to 802.16 TDMA frame boundaries. Our method
requires only software changes on the nodes using 802.11a
for mesh communications. This means that the mesh net-
works installed with 802.11a hardware today can be up-
graded with a software patch to take advantage of 802.16
MCF and do not have to wait for hardware upgrades to
802.11s.

We show that despite the addition of the padding, emu-
lated 802.16 has bandwidths comparable to the bandwidth
achievable with 802.16 hardware. The efficiency of the
hybrid system is significantly higher than the efficiency of
802.11 based systems. The new system can also provide
deterministic guarantees on link bandwidths since it takes
advantage of scheduled wireless access with 802.16 MCF.
We use ns2 simulations to show the improved efficiency and
guaranteed link bandwidth of the 802.11 based hardware
using the emulated 802.16 MCF.

1 Introduction

Wireless mesh networks interconnect wireless “islands”
with a wireless backbone. Wireless islands are access points
spread out over a large geographical area that provide con-
nectivity to wireless terminals in their vicinity. Wireless
terminals connect to the access points on their first hop and
their traffic is carried by the wireless mesh to the Point-of-
Presence (POP) where it can go to the Internet. The POP is
the only node in the network connected to the Internet and
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can also act as a base station, or the mesh coordinator. The
wireless backbone is made of mesh nodes designed to use
inexpensive off-the-shelf parts such as IEEE 802.11 wire-
less cards, which use the free, license-exempt, radio spec-
trum.

Currently deployed mesh networks use 802.11 wireless
devices for wireless mesh connectivity [6, 12]. However,
802.11 medium access control is not appropriate for com-
mercial applications of mesh networks since the Distributed
Coordination Function (DCF) used to coordinate 802.11
transmissions cannot provide Quality of Service (QoS) [16].
IEEE is currently working on a new mesh standard, 802.11s,
which has a Time Division Multiple Access (TDMA) mode,
needed to provide guaranteed QoS in mesh networks [9].
Nevertheless, even when 802.11s standard is ratified and
802.11s hardware becomes available, it will be difficult and
costly to upgrade the mesh networks installed today, since
mesh networks are usually built with a large number of
nodes.

We propose upgrading the software on the existing nodes
with an implementation of 802.16 MCF that can work with
the existing 802.11a hardware. IEEE 802.16 has already
been ratified and it also uses TDMA with its own MCF [5].
Our method requires only software changes on the nodes
using 802.11a for mesh communications. This means that
the mesh networks installed with 802.11a hardware today
can be upgraded with a software patch to take advantage
of 802.16 MCF and do not have to wait for hardware up-
grades to 802.11s. The ingenuity of this approach is that it
increases the operational lifetime of current mesh networks
by providing them with TDMA QoS MAC layer.

Our approach has several advantages, coming from the
ability to re-use the 802.16 standard. First, there is no need
to specify a new mesh overlay MAC protocol; the 802.16
standard gives a detailed description of the mesh proto-
col, making our embedding inter-operable even with 802.16
mesh networks. The 802.16 MCF specifies the synchro-
nization mechanism used to align all transmissions to frame
boundaries, as well as the mechanism to negotiate TDMA
allocations in each frame. The 802.16 standard specifies
procedures for network entry and MAC layer encryption,
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important for operation of mesh networks, but often over-
looked in research.

The software upgrade is implemented as an overlay
MAC layer on the mesh nodes. We insert an 802.16 mesh
driver between the network layer and the 802.11 driver. The
802.16 driver emulates the 802.16 MCF, by packing pack-
ets coming from the network layer into 802.16 PDUs which
are then passed to the 802.11 network interface for trans-
mission. Each 802.16 packet is embedded into an 802.11a
broadcast packet, so that the resulting packets can be sched-
uled with the 802.16 MCF. In order to achieve true TDMA,
necessary for the operation of 802.16 MCF, we force the
back-off procedure to use at most one slot by setting the
802.11 QoS parameter CWmax=1. Incoming 802.16 pack-
ets are also padded so that the resulting 802.11 packets can
be interpreted as multiples of TDMA minislots.

We show that despite the embedding and the padding,
our scheme is significantly more efficient than 802.11 DCF.
The reason for the increased efficiency is that we eliminate
RTS-CTS-ACK exchanges, used in 802.11 unicast trans-
missions, and replace them with 802.11 broadcasts, coordi-
nated with 802.16 MCF. We show that the throughput of the
scheme is comparable to throughput that can be achieved
with 802.16 hardware.

We have implemented 802.16 MCF and the 802.16 phys-
ical layer in ns2 and we have compared the performance
of a true 802.16 based mesh network with the embedded
802.16 network using the ns2 simulations. To the best of
our knowledge, this paper presents the first 802.16 mesh
simulation with the full IP protocol stack; the only other
simulation with 802.16 that we are aware of is limited to
the simulation of 802.16 scheduling protocol [7]. Our sim-
ulations show that the embedded system can provide guar-
anteed link bandwidths despite the fact that it is running
on top of 802.11 hardware. The simulations also compare
802.11 DCF to 802.16 MCF and show that 802.16 MCF is
indeed more appropriate for mesh networks when QoS is
required.

The rest of this paper is organized as follows. Section 2
describes 802.11 DCF and uses ns2 simulations to exam-
ine the drawbacks of using it for mesh networks. Section 3
describes 802.16 MCF and shows why it is appropriate for
mesh networks. Section 4 shows how 802.16 MCF can be
used with 802.11a hardware to achieve the performance of
802.16 MCF in 802.11 based mesh networks, and shows the
improvement with ns2 simulations.

1.1 Related Work

In [15], the authors propose an overlay MAC layer for
802.11 mesh networks. The overlay uses admission control
to ensure that real-time flows receive a good quality of ser-
vice, however the overlay itself does not improve the perfor-

mance of the underlying 802.11 hardware. A different MAC
overlay layer is proposed in [14]. This overlay improves the
performance of 802.11 with loose TDMA synchronization.
Even though the overlay MAC in [14] uses TDMA-like ac-
cess to the wireless channel, it still only provides best effort
service. In contrast, our approach uses small frame size and
synchronization from the 802.16 protocol to provide guar-
anteed access to the channel.

The embedded 802.16 used in this paper can be used
with software based MAC platforms like [11]. In that soft-
ware platform, 802.11 operation is modified as far as the
network driver will allow it, so that the network cards be-
have almost as a software TDMA radio transceiver. Our ap-
proach is also appropriate in the more general case, where
the specific hardware used in [11] is not available, since our
embedding does not make any assumptions about 802.11
hardware beyond what is specified in the standard [2].

2 802.11 Distributed Coordination Function

Current wireless mesh networks use IEEE 802.11a
protocol to implement node-to-node connectivity [2, 12].
802.11a achieves high raw bit rates by using an OFDM
based physical layer in the 5GHz license-exempt band.
However, even with the high bit rates, 802.11a is not the
most appropriate protocol for mesh networks because of
high overhead and the unfairness that can affect TCP flows.
We first describe the 802.11 DCF and then show why mesh
networks need a new MAC protocol.

802.11 DCF uses collision avoidance to decrease the
number of packet collisions in the network. Collision avoid-
ance is based on the use of the basic procedure. In the
basic procedure, the transmitter senses the channel until
it becomes free. Once the channel is free, the transmitter
waits for a duration of DIFS seconds and then calculates
an additional “back-off” waiting time. The back off time
is chosen randomly in the interval of [CWmin,CWmax] ×
aSlotTime seconds. After waiting for the end of the
back-off time the transmitter sends a packet. In addition
to the basic procedure, the nodes also have the option of
using RTS-CTS-ACK exchanges. The RTS-CTS exchange
starts after the transmitter has performed the basic proce-
dure. The exchange is used to announce to neighbouring
nodes that a transmission will take place. As a part of the
exchange, the transmitter announces how long the transmis-
sion will last, so that the neighbouring nodes can set their
virtual sensing timers. The ACK packets are included to
ensure that the sender knows when its packet is received
successfully. Using the values for timing constants listed in
the standard [2], we find that the overhead RTS-CTS-ACK
exchanges is 318μs per packet.
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Figure 1. Example Mesh Network

2.1 Performance of DCF with TCP traffic
load

Fig. 1 shows a small mesh network that we will use
throughout the paper to examine the performance of the
MAC protocols we are comparing. We chose to examine
a three node network to illustrate the points most relevant to
our paper. However, all of our conclusions extend to larger
size networks as well.

Left side of the figure shows the actual connectivity in
the network with the dashed lines. If two nodes are con-
nected with dashed lines, they can hear each others trans-
missions. The right side of the figure shows the paths in the
network. Since the network is static it does not make sense
to use any ad-hoc network routing protocols such as AODV
[13] or DSR [10], rather the routes are chosen with a sim-
ple minimum-hop distance criterion. This is in-line with the
implementation of mesh networks, that use OSPF [9, 12].

The traffic in the network is setup the way it would be in
a typical mesh network with the three mesh nodes 1, 2, and
3 connecting to the base station (node 0). We have setup
three TCP connections, one for each mesh node, that trans-
fer a large file (5Mb) using the FTP protocol.

Fig. 2 shows the instantaneous throughput of the three
flows with respect to time. The MAC protocol used in the
simulation is 802.11a, which we have added to the simula-
tor by modifying 802.11b protocol available with ns2. All
of the links in the network use BPSK-1/2 modulation for
raw bit rates of 6.0Mbps. The flow number corresponds to
the identification of the node that initiates the traffic. Flows
1, 2, and 3 start at times 5, 10, and 15 from the beginning
of the simulation. The figure shows the unfairness and un-
predictability of service that happens with 802.11. This is
similar to previously reported findings about 802.11 [16].
When flow 3 starts at time 15 seconds it does not get any
service. At around time of 35 seconds into the simulation,
when flow 2 finishes all of its packet transmission, flow 3
takes over the channel.

The problems shown in Fig. 2 are due to the collisions in
the wireless channel. We will show later in the paper that by
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Figure 2. TCP Throughput over 802.11a MAC

using 802.16 MCF embedded in 802.11a broadcast packets,
all of these problems are resolved since the collisions are
removed.

3 802.16 Mesh Coordination Function

IEEE 802.16 is a TDMA based MAC protocol [5], built
on a Time Division Multiplexing (TDM) physical layer. In
TDM physical layers, the time is divided into time slots of
equal length, and during each time slot a block of bytes is
broadcast. In TDM based MAC protocols, the time slots
are grouped into frames of equal length. The frames are
then repeated over time. IEEE 802.16 MCF specifies how
the time slots in each frame are divided among the nodes.

First, we describe the physical layer used in 802.16 and
compare it to the physical layer used in 802.11a. 802.16
uses OFDM to implement the TDM physical layer; since
all transmissions can be aligned by the length of OFDM
symbols. IEEE 802.11a also uses OFDM, but to achieve
high data rates. Second, we describe the 802.16 MCF and
show its performance.

3.1 802.16 Physical Layer

IEEE 802.16 uses OFDM in the license-exempt 5GHz
frequency band. OFDM transforms blocks of bits into con-
stant duration symbols carried on a set of frequency orthog-
onal pilot carriers. The bandwidth of the final signal is the
frequency range occupied by all of the pilot carriers. The
duration of each symbol, TSymbol, depends on the bandwidth
of each subcarrier, which determines time needed to trans-
mit an unguarded OFDM symbol.
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Figure 3. Structure of 802.16 MAC Control
Minislot

3.2 802.16 Frame Structure

TDMA MAC protocols organize time slots into frames
for two reasons. First, the frame boundaries are used to
synchronize the mesh nodes. Second, the frame structure al-
lows the division of control and data traffic into subframes.
The position of the control subframe is known to all mesh
nodes, so the timing of all control messages is well known.
In the data subframe, time slots are grouped into minislots
of equal length, and then assigned to logical links between
the mesh nodes.

The 802.16 MCF controls the transmission schedules in
the control and data subframes. The control subframe is
logically represented by a single channel, so a transmission
schedule for the control subframe maps minislots to nodes.
On the other hand, the data subframe has many logical chan-
nels each representing a directional connection between two
mesh nodes, so a transmission schedule in the data minislots
to links.

The frame is divided into the control subframe and
the data subframe. The size of the 802.16 control sub-
frame is 7×MSH-CTRL-LEN TDMA symbols, where
MSH-CTRL-LEN is a parameter left up to the network oper-
ator. The control subframe is divided into MSH-CTRL-LEN
minislots each occupied by a single control packet. The tim-
ing structure of the control packet is shown in Fig. 3. Three
of the symbols are used to guard the packet, while the other
four carry the payload. The packets in the control frame are
sent at the lowest modulation, making the largest possible
size for a control packet 48 bytes.

The data subframe is also divided into minislots with
a fixed length. The length of data minislots is determined
by dividing the number of OFDM symbols in the data sub-
frame by 256. The timing structure of data packets is sim-
ilar to the structure of control packets, except that the data
portion is variable. For example, if the minislot size was 4
OFDM symbols, the smallest data packet size at the low-
est modulation, would be 12 bytes, the next size for a data
packet is 24 bytes for two minislots, and then 36 bytes for
three minislots.

3.3 802.16 Scheduling

The control subframe transmission scheduling is spec-
ified by the standard. However, the standard leaves open
how transmission schedules in the data subframe are deter-
mined and only specifies the mechanisms by which trans-
missions schedules in the data subframe are announced. We
now describe the centralized and decentralized scheduling
protocols used to announce the transmission schedules in
the data subframe.

3.3.1 Centralized Scheduling Protocol

The nodes monitor the traffic demand from their subscribers
and use this information to request bandwidth from the base
station. The base station uses the requests to calculate the
schedule for each link in the network. The schedule is then
transmitted as a tree of links that the nodes should use to
send packets to the base station, together with the length of
time each node should transmit in a frame. The schedule is
flooded through the network, so that all mesh nodes know
the entire transmission schedule.

3.3.2 Decentralized Scheduling

The nodes negotiate the starting minislot and duration for
each link. The protocol uses handshakes to ensure all neigh-
bouring nodes are aware of the transmission schedules.

3.4 Performance of 802.16 MCF with
TCP Traffic Load

We implemented 802.16 MAC and physical layers in ns2
and used this implementation to compare the performance
of 802.16 to 802.11a. In our simulation, we use the same
scenario used in Section 2.1. The physical layer is using
20MHz of bandwidth per channel giving an OFDM symbol
length of 25μs. The frame length is 10ms giving a total of
400 OFDM symbols per frame. All links are using modula-
tion of QPSK-1/2 which has similar raw bandwidth to the
BPSK-1/2 modulation of 802.11a. The OFDM symbols are
equally divided among the six links in the network (Fig. 1b)
giving each link equal bandwidth.

Fig. 4 shows the instantaneous throughput of the three
connections. First, we observe that the instantaneous
throughput is fairly stable. There are no major fluctua-
tions of throughput compared to the instantaneous through-
put shown in Fig. 2. Second, we observe that flow 3 does
not interfere with flows 1 and 2. Third, we observe that
when both 1 and 2 are active, they are sharing the link with-
out interfering with each other. All three observations are
easily explained by the fact that the channel is shared with
collision free TDMA.
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Figure 4. Throughput with 802.16a MAC

We note that the peak throughput in Fig. 4 is lower than
the peak throughput in Fig. 2. This is because the bandwidth
of each link is limited by the number of OFDM symbols
allocated to that link. In effect, there is no multiplexing
of the MAC connections sharing the channel that can allow
MAC flows to use the unused portion of bandwidths of other
MAC flows. However, this is offset by the fact that the links
have guaranteed QoS provided by the channel, which is not
possible with 802.11.

4 Embedded 802.16 MCF over 802.11 Hard-
ware

We proposed embedding 802.16 MAC packet data units
(PDUs) into 802.11a MAC broadcast packets in [8]. In that
work, we have shown that the RTS-CTS-ACK exchanges
are not necessary since 802.16 MCF coordinates the nodes,
and acknowledgments are a part of the 802.16 protocol. We
have shown in Section 2 that the RTS-CTS-ACK exchanges
decrease the efficiency of the 802.11a protocol, so removing
them actually makes our protocol more efficient than the
802.11a DCF.

Fig. 5 shows the embedding of the 802.16 packets into
the 802.11a broadcast packets.1 The embedding assumes
that the back-off time is always one. For this to be true,
we need to set CWmin = CWmax = 1.2 The length of the

1It is possible to embed the packets in conjution with the sub-network
access protocol (SNAP) [4]. However, this is not necessary under Linux
because the kernel allows the definition of custom ethernet types, so we
opted to use an embedding with a smaller size, i.e. without the SNAP
sub-header.

2For real implementations, this assumptiondepends on the firmware
support. For example, the Intel PRO/Wireless 2900bg cards allow this

Figure 5. Embedding 802.16 PDU over
802.11a

PLCP preamble includes 12 training symbols as well as one
OFDM symbol that carries the PLCP header, for a total of
13, 4μs, symbols [3]. 802.11 headers include 2 bytes for
the symbol field (specific to 802.11a), as well as 24 bytes
for 802.11 MAC headers [2, 3].

The transmission time required to transfer L bits of the
802.16 embedded packet (Fig. 5) is given by :

T 802.11
tran = 95μs +

⌈
214 + L

r802.11
mod

⌉
× 4μs, (1)

where 95μs is the total time required for the DIFS and
aSlotTime times and the time required for 13 symbols of
PLCP preamble, 214 bits of overhead comes from 802.11a
headers (208 bits) and the minimum of 6-bit pad, and the
r802.11

mod is the number of data bits in an 802.11 OFDM sym-
bol.

The bottom part of Fig. 5 shows how 802.16 MAC in-
terprets the embedded transmission. We set the minislot
duration TMS = 16μs, so each minislot corresponds to four
802.11a OFDM symbols.3 We modify the settings for the
802.16 MAC protocol to make the front guard time 9 minis-
lots and the back guard time one minislot (Fig. 3). We chose
the value of 9 for the front guard because that is longer than
the time required to transmit all of 802.11a overhead with
any modulation rate. The back guard symbols are the mini-
mum required to transmit 802.11a padding.

The 802.16 overlay MAC layer calculates the transmis-
sion time as:

T 802.16
tran =

[⌈
P + 64
r802.16

mod

⌉
+ 10

]
× 16μs > T 802.11

tran , (2)

where r802.16
mod is the number of data bits in an 802.16 sym-

bol, P is the size of the network layer packet in bits and 64
bits of overhead come from the 802.16 MAC headers. The

change [1].
3This minislot duration maps one 802.16 OFDM symbol to TMS.
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transmission time seen by 802.16 MAC is strictly greater
than the time actually required to transmit the packet over
802.11a ensuring collisions do not occur.

If a corrupted packet is received by a node, the DCF on
the receiver node selects a timeout of TEIFS = 658μs be-
fore the basic procedure can start on that node. This timer
is cancelled if another packet is received correctly before
the timer expires. The embedding module always checks
if the previous transmission was successful before transmit-
ting a new packet, and it cancels all packets requested by
the 802.16 module during active transmissions. This proce-
dure makes sure that if an EIFS timer is on at a transmitter
node, the packets from that node do not get delayed past the
start time of the next transmitting node. At most one packet
from any transmitter will colide with packets from another
node. If a collision happens, the DCF back-off mechanism
cannot increase CWmax more than 1 so (2) will still hold.

4.1 Bandwidth of the embedded 802.16

Fig. 6 compares the bandwidth of the embedded trans-
missions to the bandwidths that can be achieved using other
schemes discussed in this paper. The bandwidth is defined
as the number of bits divided by the actual time required
to transmit those bits. The bandwidth for 802.11a DCF is
found by assuming that there are no collisions in the channel
and the sender and receiver use RTS-CTS-ACK exchanges.
We observe that this is a very optimistic view of the 802.11
bandwidth (Fig. 2).

Fig. 6a shows the achievable bandwidth when the mod-
ulation is BPSK-1/2. First, we observe that the achievable
bandwidth of the embedded scheme is comparable to the
bandwidth that can be achieved using 802.16 hardware. The
achievable bandwidth of the embedded scheme is always
less than what can be achieved with 802.16 hardware op-
erating at 20MHz, and more than the bandwidth of 802.16
hardware operating at 10MHz. This corresponds to the fact
that the actual symbol duration is 16μs in the embedded
scheme compared to 12.5μs and 25μs for 802.16 hardware
operating at 20MHz and 10MHz, respectively.

Second, we observe that the achievable bandwidth is
higher than the achievable bandwidth of 802.11a DCF. This
is because the embedded scheme has less overhead even
with the added padding. In fact, the 802.11a bandwidth
shown in the figure is a very optimistic view of 802.11a
bandwidth since it does not take into account collisions, nor
regular back-offs. In practice, as we have shown in Fig. 2,
the throughput of 802.11a is much lower, especially with
multiple active connections.

Third, the achievable bandwidth of the embedded 802.16
is lower than the bandwidth that could be achieved by us-
ing broadcasts only. This is due to the padding of 802.11a
broadcast packets. Again, the bandwidth shown for the
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802.11a broadcast is optimistic since we are not accounting
for back-off time. Nevertheless, the difference in bandwidth
is not significant.

Fig. 6b shows the achievable bandwidth when the mod-
ulation is QPSK-3/4. We observe for lower packet sizes
(less than 400 bytes), the embedded scheme performs worse
than 802.16 at 10MHz. However, 802.16 allows packing of
smaller SDUs into a larger PDU, which should make the
embedded scheme perform as shown in the part of the fig-
ure where packet sizes are larger.

4.2 Performance of embedded 802.16 with
TCP Traffic Load

We implemented the embeding of 802.16 MAC packets
in ns2 and we used the 802.11a MAC layer implementation
to find the performance of the embedded scheme. In our
simulation, we use the same scenario used in Section 2.1.
The frame length is 10ms giving a total of 625 OFDM sym-
bols per frame. All links are using QPSK-1/2 modulation
as in Fig. 4. The OFDM symbols are equally divided among
the six links in the network (Fig. 1) giving each link equal
bandwidth.

Fig. 7 shows the instantaneous throughput of the three
connections. First, we observe that the instantaneous
throughput is almost identical to the throughput of Fig. 4,
showing that the embedding works and there are no colli-
sions. We do not see higher peak throughput in Fig. 7 even
though the achievable bandwidth of the embedded scheme
is higher than the achievable bandwidth of 802.16 at 20MHz
because the bandwidth of each link is limited by the number
of OFDM symbols allocated to that link, and not the peak
bandwidth on the link.

5 Conclusion

We have presented a method that allows 802.16 MCF
to be used for TDMA data transmissions in 802.11a mesh
networks. The method works by embedding 802.16 pack-
ets into 802.11a broadcast packets with padding so that all
transmissions can be aligned on 802.16 frame boundaries.
Our method significantly decreases the overhead inherent in
RTS-CTS-ACK exchanges, which are a part of the 802.11
DCF. At the same time, our method removes collisions from
the channel because the nodes are communicating in 802.16
TDMA fashion. We have used ns2 simulations to show that
if our method is used in 802.11a based mesh networks, the
mesh networks can give predictable, guaranteed service.

Our method requires only software changes on the nodes
using 802.11a for mesh communications. This means that
the mesh networks installed with 802.11a hardware today
can be upgraded with a software patch to take advantage of
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Figure 7. Throughput of embedded 802.16

802.16 MCF and do not have to wait for hardware upgrades
to 802.11s.
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