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Abstract— In this paper, we introduce distributed traffic
regulation for wireless local area networks (WLANSs) op-
erating in ad hoc mode. We use the concept of service
curve to determine the minimum guaranteed service given
to a backlogged connection. In a WLAN, the service curve
depends on the number of active nodes, their traffic load
in active periods, and the back-off procedure used for con-
tention resolution. We will show that service curve can be
used for distributed traffic regulation. We use some of the
data packets, denoted as the probing packets, to estimate
the service curve. The call is accepted if the service curve
is higher than a preselected threshold, called the universal
lower bound. The universal lower bound is independent of
the number of nodes and traffic fluctuation and acts as a
worst-case reference point for the network performance.

Keywords: System design, deterministic network calcu-
lus, WLANS, ad hoc networks, service curve, traffic regu-
lation.

I. INTRODUCTION

Measurement-based algorithms have recently been pro-
posed for call admission control in the Internet, see [1] and
references therein. In this paper, we propose a measurement-
based bandwidth estimation and traffic regulation for wire-
less local area networks (WLANSs) that use ad hoc mode
of operation. Examples of such networks can be found
in vehicular communications, in which neighbouring vehi-
cles form an ad hoc network to exchange safety packets
and private data. The IEEE 802.11p is a new initiative to
standardize vehicle-to-vehicle and vehicle-to-roadside com-
munications. In the absence of roadside units, vehicles form
ad hoc clusters and share safety and private information.
This paper proposes a traffic regulation technique that can
be used in single-hop ad hoc networks. In our approach, a
node with a pending traffic probes the network over an ap-
propriate time interval and uses the collected information
to regulate the input traffic.

We use the concept of service-curve from network calcu-
lus 2] [3], defined as the minimum guaranteed service for
a call over its backlogged interval in both deterministic [4]
[5] and stochastic [6] setting. In [7], we used service curve
for call admission control in a single-hop ad hoc network.
That technique can be used for quality-of-service provision-
ing in single-hop ad hoc networks [8]. In the present paper,
we extend our earlier technique and propose a distributed
traffic regulator.

In this paper we compute the service curve using the
time packets spend at the head of the queue. The time
that a packet spends at the head of the queue is the service
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time that reflects the load of the network. Loosely, if the
network is lightly loaded, the service time will be short
and if the network is heavily loaded, the service time will
be long. We will define the service curve with a line that
illustrates the total service time as a function of the number
of packets.

Once the service curve is estimated, we compare it to a
universal lower bound and regulate the traffic so that the
induced service curve — after the regulated traffic enters
the network — remains above the universal lower bound.
The universal lower bound is a linear curve independent
of the number of sources and their activities and reflects
the worst-case behavior of the network. In this paper, we
do not discuss how the universal lower bound should be
selected, rather we assume that it is given by the network
designer. However, it should be noted that the selection
of the universal lower bound is an off-line procedure that
depends on the quality-of-service that is expected to be
supported by the network.

In the proposed technique, the input traffic is decom-
posed into conforming and nonconforming packets. Trans-
mission of a conforming packet keeps the service curve
above the universal lower bound and transmission of a non-
conforming packet moves the service curve below the uni-
versal lower bound. We will show that if an appropriate
amount of delay is added to a nonconforming packet, it will
become conforming. Hence, the proposed service curve pro-
visioning technique creates a mechanism to smooth bursty
traffic and improve network performance.

This work relates to the concept of scheduling and fair-
ness in the MAC layer [9][10]. These techniques alter the
size of the backoff window to achieve the fair share for each
user. They use either explicit data shared among the nodes
or implicit information collected from the behavior of the
present node. In [9], the authors propose a distributed ap-
proach to fair scheduling in wireless LANS. They vary the
length of the backoff window to obtain the generalized pro-
cessor sharing (GPS) [4] fairness. The total waiting time
spent at the head of the transmit queue is used in [9] to
set the backoff interval. We use this time to measure the
network load. In [11], an asymptotically optimal algorithm
has been proposed for IEEE 802.11 WLANs. A metric,
called slot utilization, has been defined and has been used,
along with the average size of transmitted frames, to set
the length of the backoff window. Our work uses the wait-
ing time at the head of the transmit queue to estimate the
network load. Our metric is the service curve.

In this paper, we assume a single-class network, that
is, all connections have the same bandwidth requirements.
This will result in maz-min fairness. The proposed ap-
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proach can easily be extended to multi-class networks with
the GPS fairness. A weighted version of the true service
curve be compared to the universal lower bound to sat-
isfy the GPS fairness. The weight depends on the class to
which the input flow belongs. In the sequel, we will only
discuss the single-class case.

II. PROBLEM FORMULATION

We assume that data packets are tagged with a single-
bit that shows whether or not they have arrived at a back-
logged queue. A data packet entering an already back-
logged queue is tagged and can be used as a probing packet
to estimate the available bandwidth. Throughout the pa-
per we refer to such packets as the probing packet, however
we note that these are indeed the data packets also used
as bandwidth estimator. A packet, which is not the first
packet in a backlogged period, can be used as a probing
packet. At each node, exit time between two consecutive
packets indicates the level of congestion in the network.
If the network is lightly loaded, the temporal distance be-
tween the exit instances is small. Otherwise, if the network
is heavily loaded, the temporal distance between the exit
instances is large.

It is necessary to note that probing packets issued by a
node can be used by all other nodes to estimate the ser-
vice curve. Therefore, all active or inactive nodes can esti-
mate the service curve by listening to the wireless channel
and measuring the time difference between probing packets
transmitted by any active node.

Let {7;} denote the time instant at which packets exit
the node. If the ith packet is a probing packet, the total
delay of the packet at the head of the queue is &; = 7;—7,_;.
Note that the (i —1)th packet does not have to be a probing
packet. The delay é; can be written as

61‘ =w; + d (1)
where w; is the total waiting time spent at the head of
the queue of the probing node for the ith probing packet
and d is the transmission time of the probing packet. w; is
a function of the number of backlogged nodes, the size of
the transmitted packets the channel characteristics in the
physical layer, and the length of backoff window. Note that
in general, w; is a function of d since the number of active
sources might increase during the transmission time of the
probing packet. However, for small d, we can assume that
w; is independent of d. We will use computer simulations to
show that with proper weighting, it is possible to obtain a
service curve that is independent of the size of the probing
packets.

In the DCF mode of 802.11, d = toy +tprs Where tppg is
the transmission time of the probing packet and to, is the
total overhead transmission time defined as (for the system
using RTS-CTS signalling)

tOH é tDlFS + 3tSlFS + tRTS + tCTS + tACK (2)
where tprs is the length of the DIFS period, tgrs is the
length of the SIFS period, turs is the transmission time
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Fig. 1. The whole network is modelled by two queues and a round-
robin scheduler. The inter-arrival time between two consecutive prob-
ing packets is occupied by a packet of the crossing traffic and repre-
sents the total load of the network.

of RTS, tcrs is the transmission time of CTS, and ¢,cx is
the transmission time of ACK. Let b be the size of a prob-
ing packet and C be the transmission rate of the network.
Then, we have tprs = tb:

An input flow at each node views the whole network as a
system consisting of two parts: the buffer at which the flow
is stored and the outer world where the crossing traffic is
being transmitted. The present flow should compete with
the crossing traffic for the available bandwidth. There-
fore, from the perspective of the bandwidth estimator, we
can model the whole network by two virtual queues and
a round-robin scheduler. Fig. 1 illustrates this model. In
this model, the size of the packets of the crossing traffic, de-
noted by w;, includes the actual packet transmission time,
idle times, collisions, and backoff periods. In fact, the size
of the packets of crossing traffic encompasses all bandwidth
consumptions due to source activities, contention resolu-
tion, and possible delays induced by the activity of hidden
terminals. If the network is lightly loaded, w; will be small.
On the contrary, if the network is heavily loaded, w; will
usually be large. In the sequel, we will use the sequence
{w;} to devise a distributed traffic regulator.

Let Wi(k),k = 1,...,K be the total waiting delay at
the head of the probing queue for transmitting a batch
of k probing packets starting at the ith packet; K is the
maximum size of a batch of probing packets used in traffic
regulator. Then, W-,(k) can be represented by

7

k+i—1

(k) & E :
Wi = wj.

i=i

We consider a stationary environment in which the prob-
ability distribution function of the delay elements {w;} is
constant. We further assume that {w;} is an independent
identically distributed (i.i.d.) sequence.

Fig. 2 illustrates the empirical probability density func-
tion (pdf) of the sequence {w;} in a simulated WLAN. No-
tice that the empirical pdf closely imitates an Exponential
distribution. The slope of the line can be used to estimate
the parameter of the exponential distribution.

Let w; be an Exponentially distributed random variable
with parameter y. The parameter y depends on the num-
ber of active sources, the volume of the crossing traffic, and

®3)
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Fig. 2. The empirical probability density function of the delay se-
quence {w;} of a simulated ad hoc network in a logarithmic scale.

the activity of hidden and exposed terminals. A small p
represents a lightly loaded network and a large 11 represents
a heavily loaded network. With this assumption, we have

1
E{w} = m 4)
2 1
o{wi} = =z (5)

where E{X} and 02{X} are respectively the mean and
the variance of the random variable X. Similarly, {Wi(k)}
is a sequence of Erlang distributed random variables with
k degrees of freedom and we have

BwWY} = = (6)
AWP} = f— (1)

In the present paper, the service curve will be obtained
using the fact that the waiting time for a sequence of k
packets in the probing queue is Wi(k) seconds. The ser-
vice curve is defined as a percentile of the delay random
variable. For a given 0 < € < 1, define

t2int{r|Gu(r) < ¢} ®)
where
Gr(r) 2 Pr(W®) > r) 9)

is the “complementary cumulative distribution function”.
For Exponentially distributed w; with parameter u, we
have

1
TS = —¥ (10)
€ — 1 .
T = ;mf{T’Gk(T)SG} (11)
where
k—1 Tj
Gr(r) =) e (12)
=07
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Fig. 3. The complementary probability distribution function of an
Erlang distributed random variable as a parametric function of k.
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Fig. 4. The normalized e-percentile delay curve T p as a parametric
function of e.

Fig. 3 illustrates Gx(7) as a function of k. The intersection
of the curves in Fig. 3 and a horizontal line with the height
¢ gives TF in (11). Fig. 4 illustrates the normalized TF.
Note that T* is approximately a linear function of k.

From Fig. 4, we can define the service curve as an affine
function that is a best fit to the set of pairs (T¢,k),k =
1,...,K}. Using a linear service curve complies with the
fact that in a single priority network, all nodes receive iden-
tical service (bandwidth). Ideally, the whole bandwidth
should be equally divided among all nodes.

For simplicity, we will define the service curve as a func-
tion that for all kK = 1,...,K — 1 connects (T},k) and
(T§, 1,k + 1) to each other. Therefore, the e-effective ser-
vice curve is defined as

—T¢
S2 "I Lk for TE, <t<T{. (13)
Tk - Tk—1
From this definition, we have
Se(T§) = k. (14)

Using T§ < T, we conclude that S¢(t) is a nondecreasing
function.
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In (13), if we let € = 0, we will have the mazimum service
curve defined by

_ 0
&a)=-é—z§—+k for TO |, <t<T?  (15)
T, =Ty,
where TQ 2 maxi{Wi(k)}.
Similarly, the mean service curve is defined as
t-1"
Sm(t) = m——km— +k (16)
-1,

A

where T = E{Wi(k)}. Assuming an Exponentially dis-
tributed sequence {w;}, the mean service curve will be

Sm(t) = pt. 17)

In words, the mean service curve is a linear function with
the slope u.

III. TRAFFIC REGULATION

Upon the transmission of the new burst, the true ser-
vice curve should not be moved below the universal lower
bound. This can be performed by considering all pack-
ets inside a backlogged interval. Consider the first packet
of a backlogged period. If the traffic is admitted into the
network, the total delay for the first packet will be

D1 =w+ d1 (18)
where w is a generic random variable indicating the waiting
time inside the queue and d; is the transmission time of the
first packet, which can be written as

L,
C )
where to, is defined in (2). We assume that w is inde-
pendent of the length of the transmitted packet L;. Using
the measurements in the probing phase, we conclude that
with probability 1 — €, the total delay will be smaller than
Tf + d;.
The first packet is called conforming if

d; =tou + (19)

Ti+d, <Tj (20)
where T is the time index of the universal lower bound at
1, that is o

S.(Tf) = 1. (21)

The packet is indicated as nonconforming if (20) is not
satisfied.

The test of conformance should also be performed for
all subsequent packets. Assume that the first packet is
conforming and it will be transmitted at the due time over
the wireless channel. The total delay for the second packet
can then be represented by

Dy =wy +we +dy +do (22)

where w; and w, are two random variables indicating the
competition intervals, and d; and dj are the transmission

time of the first and the second packets, respectively. Our
probing scheme indicates that with probability 1 — €, the
total competition time will be bounded by T}. We will use
this fact to compare the total delay to the corresponding
index in the universal lower bound. In particular, we call
the second packet conforming if

Ts+dy +dy <Ts (23)

and nonconforming if (23) is violated.

If the input traffic is insensitive to delay, it is usually
advised to use a regulator to reduce the traffic burstiness.
In this section, we will show that it is possible to apply a
traffic regulator on delay-insensitive connections using the
universal lower bound. Again, the objective would be to
maintain the true service curve above the universal lower
bound. We will instrument a regulating algorithm that will
shape the nonconforming traffic.

Assume that the first packet is nonconforming, that is

Tf + dy > T§. (24)
Since the packet is nonconforming, it cannot be trans-
mitted in the first contention period. The regulator will
now compare the estimated service curve and the universal
lower bound in the second contention period. In fact, the
regulator checks the validity of the following inequality

Ts +dy <Tj. (25)
If the inequality holds, the regulator will learn that post-
poning the packet transmission to the second contention
period will change the status of the packet into a con-
forming packet. Therefore, the regulator simply defers the
packet transmission time to the next contention period. If
(25) does not hold, the regulator will evaluate the confor-
mance test in the third contention period and this process
will continue until a valid condition is found. The packet
will then be transmitted in the corresponding contention
period. If no valid condition is found for all instants, the
packet should be dropped.

Now assume that two packets are backlogged in the trans-
mit queue. Let the first packet be considered as conform-
ing. The second packet is denoted as conforming if (23) is
satisfied. If the second packet is nonconforming, it will be
delayed and will be examined with the contention instant
in the service curve, that is

T5 +dy +dy < T5. (26)

If (26) holds the second packet is conforming, otherwise the
process should continue with investigating the subsequent
instants. The second packet is then transmitted in the first
conforming instant.

Another issue that we have to address is the amount of
delay imposed on the nonconforming packets. Assume that
the first packet at the head of the queue is nonconforming,
but will become conforming if it is transmitted in the sec-
ond contention period. That is

Tf —Tf < dy < T§ - T¢. (27)
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Fig. 5. The service curve in the presence of 1 UDP crossing connec-
tion.

This requires that the node be involved in the competi-
tion for the bandwidth but refrain from sending the first
packet when it wins the competition. In fact, the node
should compete for two backoff periods before it can send
its first packet. As noted earlier this requirement will im-
pose an extra delay on the packet. The excess delay can
be computed as follows. Since it has been assumed that
the status of the network will remain stationary over the
probing phase and data transmission time, with probabil-
ity (1 — €), the waiting time at the head of the queue will
be smaller than T seconds. Therefore, a conservative ap-
proach would be to postpone the transmission of the first
packet for T seconds. A similar approach can be used for
subsequent packets. If a packet arrives at the ith position
of a backlogged period and if it has been denoted as con-
forming in the mth (m > %) backoff instant, the packet
should be delayed at the head of the queue for T, — T;
seconds. Although this approach may not be optimal, the
realization of the technique is very simple and hence prac-
tically conducive.

IV. SIMULATION RESULTS

We have used ns-2 network simulator to study our tech-
nique. In the first simulation, we consider 22 nodes ran-
domly located inside an area of 250 x 250 meters. The
transmission power of the nodes is large enough so that
they all can communicate over single-hop links. We study
a scenario with 10 UDP connections using FTP agents with
constant-bit-rate traffics. Two nodes are used for probing
and the rest (20 nodes) will simulate the crossing traffic.
The crossing connections are activated at ¢ = 0.1 second
and the probing starts at ¢ = 0.5 second. The total prob-
ing time is 10 seconds. The mean service curve, the 0.1-
effective service curve, and the maximum service curve are
shown in Fig. 5 when there is only 1 active crossing traffic
between two nodes. Note that the mean service curve is
approximately a linear function. This is an interesting ob-
servation and justifies the assumption of the exponentially
distributed waiting times.

In order to show that the service curve truly represents

Mean Senvics curve

nermalized senvice

Fig. 6. The mean service curve as a function of the number of UDP
connections.

the load of the network, we have simulated a scenario with
variable number of crossing traffics. The traffic has changed
from 0 to 10 UDP connections. For each scenario, we have
measured the mean service curve. The results have been
illustrated in Fig. 6. Note that the service curve decreases
with increasing the traffic of the ad hoc network. This
property indicates that the service curve is an appropriate
measure of the network load.

Next, we study the ratio of nonconforming packets to
total traffic in the network. We use 10 nodes with 50 ran-
domly generated traffic patterns to calculate the percent-
age of the non-conforming packets as the offered load at
the probing node increases. We have used a variable-bit-
rate traffic at the probing node where the packet size is
uniformly distributed [0,512], and the packet inter-arrival
times are exponentially distributed. The offered load, at
the probing node, is increased by decreasing the packet
inter-arrival time. Fig. 7 illustrates the percentage of the
nonconforming traffic and the induced delay as a function
of the offered load. Note that, as expected, the percentage
of nonconforming traffic and the delay increase with the
load of the network. A call is acceptable if the total delay
is bounded below certain threshold. This corresponds to
a specific percentage of the nonconforming traffic. Fig. 7
shows that the percentage of nonconforming traffic is an
appropriate QoS metric.

Fig. 8 illustrates the mean service curve as a function of
the probing packet size. Note that the size of the probing
packet is directly related to the measured service curve. In
fact, increasing the probe size reduces the service curve.
This is expected since the probing packets consume band-
width. Fig. 8 indicates that the probing traffic will affect
the performance of the network. Furthermore, we notice
that the amount of delay is almost linearly related to the
probing packet size. In other words, doubling the packet
size has almost doubled the waiting time. We conclude
that the service curve is directly related to the size of the
input packets and the conformance test is valid.

Fig. 9 illustrates the normalized mean service curve as
a function of the probing packet size. In this figure, the
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Fig. 7. The percentage of the nonconforming traffic and the induced
delay as a function of the offered load.
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The mean service curve as a function of the probing packet

mean service curve for each probe size has been divided by
the size of the probing packet in the physical layer. This
corresponds to the normalization procedure in the GPS al-
gorithm [4]. Note that all curves almost overlap. Therefore,
the normalized service curve is independent of the size of
the probing packet.

V. CONCLUSION AND DISCUSSION

In this paper, we have introduced a novel approach to
traffic regulation in wireless local area networks. We have
used the concept of service curve. Data packets arriving at
a backlogged queue can be used to estimate the amount of
service available for a prospective connection.

‘We have shown that the service curve can be represented
by an affine curve. The slope of the line indicates the
amount of available service. For a lightly loaded network,
the slope of the service curve is large and for a heavily
loaded network the slope is small. We have used this prop-
erty to devise a traffic regulator. The service curve is com-
pared to a fixed threshold, called the universal lower bound.
Upon the arrival of a burst, the true service curve is esti-
mated and compared to the universal lower bound. The
input traffic is categorized to conforming and nonconform-
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Fig. 9. The normalized mean service curve as a function of the
probing packet size.

ing packets. The conforming packets retain the true service
curve above the universal lower bound and the nonconform-
ing packets move the true service curve below the universal
lower bound. The call is accepted if the true service curve
does not stay below the universal lower bound for a long
period of time. We have also shown that if an appropriate
amount of delay is imposed on the nonconforming packets,
they will become conforming and can be transmitted safely
over the network. The amount of delay is obtained from
the true service curve. Therefore, the proposed technique
can also be used to regulate delay-tolerant input traffics.
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