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Abstract—This paper studies the problem of minimizing symbol
loss probability while keeping the system throughput above a certain
threshold in downlink transmission of future OFDMA based
wireless networks that rely on imperfect one-bit channel state
feedback. To solve this problem, we study different precoding
classes and propose a new class of precoding matrices that can
gain a better result. This work is different from previous OFDM
precoding literature in two main aspects. First, it addresses
a more practical case where one-bit channel state feedback is
available at the base station. Second, it compares precoding
classes and proposes a new one. We prove analytically that our
proposed precoding class has a lower symbol loss probability than
the existing classes. Numerical evaluations show that a large gain
in symbol loss probability is achieved by our class in comparison
with the other classes.

Index Terms—Symbol Loss Probability, Throughput, OFDMA,
Pre-coded OFDM, One-bit Channel State Feedback.

I. INTRODUCTION

Orthogonal frequency division multiple access (OFDMA)
has emerged as one of the prime multiple access schemes
for broadband wireless networks (e.g. IEEE 802.16 Mobile
WiMax, DVB-RCA, etc.). In OFDMA, the whole spectrum is
divided into a number of subcarriers for parallel transmission
of signals that belong to different users [1]. In the 802.16
standards and the 3GPP-LTE pre-standards, the number of
these subcarriers can be as large as 2048 [2], [3].

In the base station (BS), subcarriers are allocated to users
if their measured SNRs at the receiver are above a certain
threshold. Therefore, users should feedback to the BS the mea-
sured SNR at the receiver end for all subcarrier. Unfortunately,
reporting the measured SNRs for all subcarriers by all users
causes a huge overhead. As a solution, consecutive carriers
are partitioned into groups that are generally termed channels.
For each channel, the receiver reports the average value of its
measured SNRs for all the subcarriers in that channel [4], [5].

Unfortunately, because of the limitation on the feedback
channel capacity, reporting the exact value of the average SNR
for each channel by all users is still not practical [6]. Therefore,
in practice the one-bit channel state feedback is usually used.
In this scheme, the BS broadcasts a threshold signal-to-noise
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ratio (SNRth). This threshold is generally determined in order
to achieve a certain per subcarrier symbol error rate using a
certain modulation and coding scheme. For each channel, users
with the average measured SNRs above the threshold report
this channel as being in a “good” condition by sending only
one bit as 1. If the average SNR is below the SNRth, then
the reported bit is 0 and the channel is considered to be in a
“bad” condition [4], [6].

In the conventional scheduling schemes, based on the re-
ported channel status and the MAC layer information, the BS
allocates each channel to a user, from among the ones with
good channel condition. Since the exact value of the measured
SNR per subcarrier is not available, the BS assumes that all
the subcarriers have the same SNR level (equal to SNRth).

In this paper, we study the problem of reducing the symbol
loss probability of the transmitted signals while keeping the
throughput above a certain threshold in the downlink of
an OFDMA based wireless network and in the presence of
imperfect one-bit channel state feedback. It has been shown
that precoding can reduce symbol error probability [7]–[10]. A
precoder maps a vector of data symbols to a number of output
signals that are transmitted on the OFDMA subcarriers. The
receiver reconstructs the data vector by inverting the precoding
operation. In this paper, we study four different types of
precoding techniques: diversity precoding, full coding, and
also two proposed precoding techniques, called Class A and
Class B. We show that the Class A precoder has the smallest
symbol error probability.

The rest of the paper is organized as follows. Section II
illustrates the formulation of our optimization problem. In
Section III, we describe different precoding classes to solve
this problem, propose two new classes and compare their
performance. Numerical evaluations are shown in Section IV.
Finally, we conclude this paper in Section V.

II. PROBLEM FORMULATION

In our analysis, we consider one channel in the downlink
of an OFDMA based wireless network, in the presence of
one-bit channel state feedback. We define the throughput T
as the number of information bits sent in each transmis-
sion slot through the F available subcarriers of one channel
(f1, · · · , fF ) and assume that the network has to satisfy a
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minimum throughput Tth over this channel. To satisfy this
condition on T , U =

⌈
Tth

log2(M)

⌉
symbols (u1, · · · , uU ) have to

be transmitted in each transmission slot through the F carriers,
where M is the modulation level. We first assume that d = F

U
is an integer number but it is shown at the end of this paper
that this condition on d can be easily relaxed. A symbol is lost
if it cannot be correctly detected at the receiver. To the symbol
loss event, we attribute the symbol loss probability Pei which
is defined as the probability of loosing symbol i.

In the present schemes, frequency diversity is used to reduce
the symbol loss probability by transmitting each of the U sym-
bols on d different subcarriers [11]–[13]. However, there are
other possible loading alternatives that can achieve less symbol
loss probability. To illustrate our idea, let s = [s1, · · · , sF ]
be the vector of signals to be transmitted through f1, · · · , fF

in one transmission slot, one signal on each carrier. We call
s the vector of transmitted signals. Now, each element si

of this vector can convey the information about either one
specific symbol or a linear combination of some symbols
chosen from the original symbol vector u = [u1, · · · , uU ],
that is for 1 ≤ j ≤ F ,

sj =
U∑

i=1

αjiui

where αji are called the precoder coefficients.
As an example, suppose F = 6 and U is calculated to be

be 3 (d = 2). In the frequency diversity scheme [12]:

s1 = s4 = u1

s2 = s5 = u2

s3 = s6 = u3.

In this case, we have a diversity of 2 and the probability of
loss of symbol i, denoted as (Pei), i = 1, 2, 3, is P 2

sc( or
more generally P d

sc), where Psc is the signal error probability
in each subcarrier. We have assumed that all subcarriers have
the same signal error probability.

Another possible scheme is that each element of the vector
s be a linear combination of all symbols as follows:

sj =
3∑

i=1

αjiui, 1 ≤ j ≤ 6.

where the coefficient vectors αj = [αj1 αj2 αj3] , 1 ≤ j ≤ 6,
are chosen such that any three of them are independent and
none of the αji is zero. We refer to this scheme as full coding.
At the receiver side, if any set of three or more signals is
correctly received, then all of the symbols can be recovered.
Therefore,

Pei =
2∑

j=0

(
6
j

)
(1 − Psc)jP (6−j)

sc , 1 ≤ i ≤ 3

Obviously, one of these two schemes, diversity or full coding,
has a smaller Pei and therefore is a preferred scheme.

To generalize this example, we can model the relation
between the original signal vector u and the transmission
symbol vector s as follows:

s = u · A
where A is a U × F coefficient matrix whose elements αij

take values of a finite field (all the operations are in the finite
field). The finite field can be selected in accordance with
the modulation. For example, F22 for Quadrature Phase Shift
Keying (QPSK), F24 for 16-Quadrature Amplitude Modulation
(QAM), F26 for 64-QAM, and so on. Note that any U × U
submatrix of A has to be full rank in order for the receiver to
decode the received signals. Note that the above property may
not be easily satisfied for the finite fields with a small degree.
However, because we only consider one OFDMA channel with
practically 25 or 26 subcarriers [5] [6], this problem is easily
solved with careful design of the coefficient matrix. The matrix
A is pre-known to both the BS and the receiver end.

In this paper, we do not study or optimize the elements
of the coefficient matrix A, but rather focus on the form of
this matrix. To this aim, we define a characteristic function X
with argument (A = [αij ]) and output (C = [cij ]) defined for
1 ≤ i ≤ U, and 1 ≤ j ≤ F as follows:

C = X (A) ⇒
{

cij = 1 if αij �= 0
cij = 0 if αij = 0

Clearly, this function transforms the details of the matrix
coefficients into a matrix with the elements 1 or 0. This matrix
C will be called the characteristic matrix.

Using this concept, the characteristic matrix for the fre-
quency diversity scheme in the above example is

C =

⎡
⎣ 1 0 0 1 0 0

0 1 0 0 1 0
0 0 1 0 0 1

⎤
⎦

which can also be written as C = [I I], where I is the identity
matrix. The characteristic matrix for full coding is

C =

⎡
⎣ 1 1 1 1 1 1

1 1 1 1 1 1
1 1 1 1 1 1

⎤
⎦

which can also be written as C = [E], where E is the all ones
matrix of corresponding dimension.

As another example, assume that the relation between u and
s is as follows

si =

{
ui for i ≤ U∑U

j=1 αjiuj for i > U

where all αji’s are nonzero. Then

A =

⎡
⎢⎢⎢⎣

1 0 · · · 0 α1(U+1) · · · α1F

0 1 · · · 0 α2(U+1) · · · α2F

...
...

. . .
...

...
. . .

...
0 0 · · · 1 αU(U+1) · · · αUF

⎤
⎥⎥⎥⎦
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and therefore
C = [I E].

Note that all the above three forms of C have a common
property: that is they all yield equal recovery chances for all
the original symbols and thus the transmitted symbols have
the same loss probability, Pei. We refer to the characteristic
matrices that satisfy this condition as symmetric matrices. Note
that, given that Psc is the same across all subcarriers inside the
channel, any permutation of the columns or the rows of C, in
the above examples will not alter the symbol loss probability.

We note that there are other possible forms of C in which
different symbols have different Pei. For instance, for F = 4
and U = 2, we might have:

C =
[

1 1 1 1
0 1 1 1

]

which transmits u1 on f1 and three different linear combina-
tions of u1 and u2 on each of f2, f3 and f4. In this case,
chances of correct detection of the symbols are different, that
is Pe1 �= Pe2.

As we have shown, different forms of the characteristic
matrix produce different symbol loss probabilities, Pei. This
paper selects C so as to minimize the maximum symbol loss
probability (maxi Pei) while achieving a minimum throughput
(Tth) in the channel. Obviously, sacrificing one user to give a
better probability of success to another user may not be fair.
Therefore, the “min-max” objective is desirable.

This min-max problem can be formulated as the optimiza-
tion

min
C∈C

max
i=1,··· ,U

Pei(C)

s.t. T ≥ Tth

(1)

where Pei(C) is the loss probability of symbol ui using the
characteristic matrix C, and C is the set of all characteristic
matrices of dimension U×F . Note that Pei(C) is a function of
C, Psc, and F . Further note that F and Psc are fixed parame-
ters where Psc is calculated based on the modulation scheme
and SNRth (broadcast by the BS). Since the modulation level
is fixed, the constraint T ≥ Tth in (1) tacitly determines U .
Note that we minimize the maximum of Pei since in general
C is not necessarily symmetric.

III. MATHEMATICAL ANALYSIS

We will first simplify the optimization problem defined in
(1) by grouping the characteristic matrices into classes. For
instance, suppose a matrix C1 can be obtained by applying
any permutation on rows or columns of matrix C2. Then, it
is obvious that maxi=1,··· ,U Pei(C1) = maxi=1,··· ,U Pei(C2).
Therefore, we can partition the set C into different classes
so that all members of a specific class have the same value
for maxi=1,··· ,U Pei and as a result it is enough to evaluate
maxi=1,··· ,U Pei only on one member of each class that
we term as the class representative. In this partitioning, the
following properties should hold for all classes:

1) If matrices C ′ and C ′′ are members of class i, then C ′

and C ′′ are isomorphic.
2) If C ′ is a member of class i, then all its isomorphic

matrices are also members of this class.
For example,

[
1 0 1
0 1 1

]
,
[

1 1 0
0 1 1

]
,
[

0 1 1
1 0 1

]
,[

0 1 1
1 1 0

]
,
[

1 0 1
1 1 0

]
and

[
1 1 0
1 0 1

]
are all members of

the same class. After class partitioning, class representatives
(Cl) are grouped in the set C

′ Based on the above classification
and after calculating U from the constraint on the throughput,
the optimization problem (1) can be simplified to the following
problem:

min
Cl∈C′

max
i=1,··· ,U

Pei(Cl) (2)

where the optimization is over the set of class representatives.
The optimization problem (2) is still a difficult problem

to solve analytically over all classes. Consequently, we will
focus in this paper on the most important symmetric classes
which are already in common use (full coding and frequency
diversity) and propose two other classes, namely class A and
class B, which also have the symmetric property. We prove
that our proposed class A has a better performance than the
other ones. The classes considered in this paper are as follow:

1) Frequency diversity class: Cl = [IU · · · IU ] where IU

is the U × U identity matrix and is repeated d times in
Cl. This class is the famous frequency diversity that has
been studied in various works and is applied in different
networks [12].

2) Full coding class: Cl = [EU×F ] where EU×F is the
U × F all ones matrix. In this case, each subcarrier
transmits a different independent linear combination of
all the symbols.

3) Proposed class A: Cl = [IU EU×(F−U)]. This scheme
transmits original U symbols on U subcarriers and F −
U different independent linear combinations of all the
symbols on the remaining F − U carriers.

4) Proposed class B: Cl = [IU IU ... IU EU×(F−tU)] where
IU is repeated t times, 1 < t < d. Hereafter, we refer to
this method by B(t).

In the rest of the paper, we prove that our proposed class
A achieves a lower symbol loss probability compared to three
other classes for practical values of Psc. This means that this
scheme outperforms the frequency diversity scheme.

Since the characteristic matrices that belong to these four
classes are all symmetric, we can substitute maxi=1,··· ,U Pei

by Pei in (2). In the following analysis, we define p such that
p = 1 − Psc, and also define PeD, PeF , PeA, PeB(t) as the
symbol loss probability using the frequency diversity class, full
coding class, our proposed class A, and the proposed class B.

Let p∗(d) be the solution of the following equation:

(1 − p)(d−1)
(
1 + p

(
d(

d

d − 1
)d−1 − 2

))
= 1 (3)

Proposition 1. Given d ≥ 2, if p ≥ p∗(d) then: PeA < PeD.

PROOF: This proposition is proved in [14].
As it is shown in Figure 1, p∗(d) is a decreasing function of

d which has the maximum of 0.5 at d = 2, and therefore the
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condition in the Proposition 1 is satisfied for practical values
of Psc.

Proposition 2. PeA < PeF .

PROOF: For C = [I E], a symbol cannot be correctly
detected if it is lost when it is transmitted separately, and
if from the remaining F − 1 subcarriers at most U − 1 are
correctly received. Since the two events are independent,

PeA = (1 − p)
U−1∑
i=0

(
F − 1

i

)
pi(1 − p)(F−1−i)

=
U−1∑
i=0

(
F − 1

i

)
pi(1 − p)(F−i)

≤
U−1∑
i=0

(
F

i

)
pi(1 − p)F−i

= PeF

Proposition 3. if p ≥ p∗(t), PeA is less than PeB(t) where
1 < t < d.

PROOF: Suppose Cl = [IU IU ... IU EU×(F−tU)], where
IU is repeated t times. Considering symbol ui, the events
leading to recovery of this symbol from this class can be
categorized into three groups:

1) Events that use subcarriers only from [EU×(F−tU)] part
of Cl. These events can be used to recover symbol ui if
we use class C ′

l = [IU EU×(F−U)] instead of class Cl.
2) Events that use subcarriers only from the [IU IU ...IU ] part

of Cl. Substituting d and F by t and t×U , respectively
in Proposition 1, one can conclude that if p > p∗(t)
then [IU EU×(t−1)U ] outperforms [IU IU ... IU ] where
IU is repeated t times. Therefore, the probability of loss
using subcarriers from [IU IU ... IU ] is more than the loss
probability using subcarriers from [IU EU×(t−1)U ].

3) Events that necessarily use subcarriers from parts
[EU×(F−tU)] and [IU IU ... IU ], simultaneously. All these
events can also lead to the recovery of symbol ui if we
use class C ′

l = [IU EU×(F−U)] instead of class Cl.
From the above discussion, the proof is concluded.

From Propositions 1, 2, 3 and considering practical values
of Psc, we have the following:

PeA ≤ min{PeD, PeF , PeB}.

A. Relaxing the Condition on d

Now let us consider d as a value which is not necessarily
integer, then considering frequency diversity scheme, it is clear
that maxi=1,··· ,U Pei(Cl) is the same for both F = d × U
and F = �d� × U . This is while, using other schemes,
maxi=1,··· ,U Pei(Cl) for F = d × U is less than the symbol
loss probability obtained when F = �d� × U because the
arguments used in the proofs of Propositions 2 and 3 are still
valid. Therefore, even for the cases that d = F

U is not an
integer value, all the above propositions still apply.
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Fig. 1. P ∗ as a function of d.
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Fig. 2. Comparison of Pe using frequency diversity scheme of order 4,
[IIIE], [IIE] and the proposed scheme for 16 QAM modulation.

IV. NUMERICAL EVALUATION

In Figure 2, we compare the symbol loss probabilities Pe

obtained using frequency diversity and the proposed classes A
and B for the modulation level of 16 QAM and for the case of
d = 4. As we see, our proposed class A has the lowest symbol
loss probability among the studied classes. Considering this
figure, [IIE] has a better performance compared to [IIIE], and
[IIIE] has a better one compared to [IIII] (frequency diversity).

Figure 3 compares PeA with PeD, the conventional scheme
of frequency diversity, for different values of U . By increasing
U the proposed class A leads to a greater gain in Pe reduction.
The figure also shows that as SNR increases, the reduction in
Pe becomes more.

Figures 5 and 4 compare the proposed class A with the
full coding class for F = 20 and F = 25. As it is seen
in the figures, the proposed class A has a lower symbol loss
probability.
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Fig. 5. Comparison of Pe using Full coding and the proposed class A for
16 QAM modulation and F=25.

V. CONCLUSION

In this paper, we have studied the problem of minimizing the
symbol loss probability of downlink transmission in OFDMA
based wireless networks, relying on one-bit channel state
feedback mechanism, while keeping the throughput above
a certain threshold. We have proposed a precoding scheme
that outperforms the frequency diversity scheme, currently
explored in wireless networks, as well as two other schemes.
A precoder linearly combines the data symbols and transmits
on multiple subcarriers. A proper combination of the data
symbols is of paramount importance. In this paper, we have
proposed two precoding schemes and have compared their
symbol loss probability with the frequency diversity precoder
and full coding precoder. Both the mathematical analysis and
the numerical evaluation of our proposed scheme for different
SNRs and modulation levels confirm our proposition.

REFERENCES

[1] H. Li and H. Liu, “An analysis on uplink OFDMA optimality,” IEEE
vehicular technology conference, vol. 3, pp. 1339–1343, May 2006.

[2] IEEE802.16e/D8-2005, “IEEE standard for local and metropolitan area
networks - part 16: Air interface for fixed and mobile broadband wireless
access systems - amendment for physical and medium access control
layers for combined fixed and mobile operation in licensed bands,” IEEE
802.16e/D8-2005, May 20 2005.

[3] “Technical specification group radio access network - physical layer
aspects for evolved universal terrestrial radio access (UTRA) (release
7),” 3 Generation Partnership Project 3GPP-LTE TR 25.814 V7.0.0,
2006.

[4] S. Sanayei, A. Nosratinia, and N. Aldhahir, “Opportunistic dynamic sub-
channel allocation in multiuser OFDM networks with limited feedback,”
IEEE Information Theory Workshop, pp. 182–186, Oct. 2004.

[5] Y. Xue and T. Kaiser, “Exploiting multiuser diversity with imperfect one-
bit channel state feedback,” IEEE Transactions on Vehicular Technology,
vol. 56, pp. 183–193, Jan. 2006.

[6] S. Yoon, C. Suh, Y. Cho, and D. Park, “Orthogonal frequency division
multiple access with an aggregated sub-channel structure and statistical
channel quality measurement,” IEEE Vehicular Technology Conference,
vol. 2, pp. 1023–1027, Sept. 2004.

[7] C. Tepedelenlioglu, “Maximum multipath diversity with linear equaliza-
tion in precoded OFDM systems,” IEEE Trans. on Information Theory,
vol. 50, pp. 232–235, Jan. 2004.

[8] S. B. Slimane, “Reducing the peak-to-average power ratio of OFDM
signals through precoding,” IEEE Trans. on Vehicular Technology,,
vol. 56, pp. 686–695, Mar. 2007.

[9] Z. Wang and G. B. Giannakis, “Linearly precoded or coded OFDM
against wireless channel fades?,” IEEE Workshop on Signal Processing
Advances in Wireless Communications, pp. 267–270, Mar. 2001.

[10] Y. Yu, R. Lin, and A. P. Petropulu, “Linearly precoded OFDM system
with adaptive modulation,” ICASSP, vol. 2, pp. 417–420, May 2004.

[11] Y. Li, J. Chuang, and N. R. Sollenberger, “Transmitter diversity for
OFDM systems and its impacts on high-rate wireless networks,” IEEE
Journal on Selected Areas in Communications, vol. 17, pp. 1233–1243,
June 1999.

[12] T. Seki, M. Itami, H. Ohta, and K. Itoh, “A study of OFDM system ap-
plying frequency diversity,” IEEE International Symposium on Personal,
Indoor and Mobile Radio Communications, vol. 2, pp. 1385–1389, Sept.
2000.

[13] Y. Zhang and K. B. Letaief, “Multiuser subcarrier and bit allocation
along with adaptive cell selection for OFDM transmission,” IEEE
International Conference on Communications (ICC), vol. 2, pp. 861–
865, May 2002.

[14] A. Alamdar-Yazdi, S. Sorour, and S. Valaee,
“http://www.wirlab.utoronto.ca/ref/tr-wir-0701.pdf,” 2007.

This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2008 proceedings.

3489

Authorized licensed use limited to: The University of Toronto. Downloaded on December 23, 2009 at 17:53 from IEEE Xplore.  Restrictions apply. 


