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Abstract — This paper presents numerical algo-
rithms for the computation of the capacity for chan-
nels with non-causal transmitter side information (the
Gel’fand-Pinsker problem) and the rate-distortion
function for source coding with decoder side informa-
tion (the Wyner-Ziv problem). The algorithms are
based on the reformulation of the mutual information
expressions in terms of Shannon strategies.

I. Introduction

Consider the channel with non-causal side information de-
scribed by p(y|x, s) where x ∈ X is the input, y ∈ Y is the
output and s ∈ S are the possible states of the channel. The
sequence of states is i.i.d. according to p(s) and the entire
sequence is known at the transmitter but not at the receiver.
Gel’fand and Pinsker [1] showed that the capacity of this chan-
nel is

C = max
p(u|s),p(x|u,s)

I(U ; Y ) − I(U ; S) (1)

where U is an auxiliary random variable.
This paper gives a Blahut-Arimoto algorithm for the nu-

merical computation of the capacity for the Gel’fand-Pinsker
channel. Note that the mutual information expression above
is concave in p(u|s) and convex in p(x|u, s). Thus, standard
convex optimization techniques do not apply. However, be-
cause of the convexity of I(U ; Y ) − I(U ; S) in p(x|u, s), the
optimal p(x|u, s) must take values of 0 or 1 only. Thus, the in-
put x must be a deterministic function x = f(u, s). The main
idea of this paper is that such a p(x|u, s) can be eliminated
from the problem altogether by expanding the input alphabet
to be the set of all strategies t : S → X . This is reminiscent of
Shannon’s strategy for channels with causal side information
[2].

II. Channel Capacity Computation

The convexity argument gives rise to the following alternative
characterization of capacity for the Gel’fand-Pinsker channel:

Theorem 1 The capacity of a channel with non-causal
side information at the transmitter is given by C =
maxp(t|s) I(T ;Y ) − I(T ;S), where p(t|s) is a probability dis-
tribution over the set of all possible functions t : S → X and
the input symbol X is selected using x = t(s).

The characterization of channel capacity in terms of strategies
t : S → X allows the computation of capacity via an Arimoto-
Blahut algorithm. First, the mutual information is re-written
as:

I(T ;Y ) − I(T ;S) =
∑

s,y,t

p(s)q(t|s)p(y|t, s) log
Q(t|y)

q(t|s) (2)
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where p(y|t, s) = p(y|x = t(s), s) is fixed by the channel transi-
tion probability. The idea of the algorithm is to regard q(t|s)
and Q(t|y) as independent variables and to optimize alter-
nately between the two. It can readily be seen that since the
objective function is concave in both Q(t|y) and q(t|s), the
alternating optimization scheme must converge to the global
maximum from any initial distribution. Following a standard
derivation of Arimoto-Blahut algorithm, the optimal q∗(t|s)
and Q∗(t|y) in each iteration can be obtained as follows:

q∗(t|s) =

∏
y

Q(t|y)p(y|t,s)

∑
t′

∏
y

Q(t′|y)p(y|t′,s) (3)

Q∗(t|y) =

∑
s
p(s)q(t|s)p(y|t, s)∑

s,t′ p(s)q(t′|s)p(y|t′, s)
(4)

Since the optimal Q∗(t|y) is just the conditional marginal dis-
tribution over the joint distribution p(s)q∗(t|s)p(y|t, s), the
algorithm reaches the desired optimal solution after it con-
verges. Note that the algorithm expands the input alphabet
from X to a set of cardinality |X ||S|. Thus, the memory re-
quirement for the proposed algorithm is exponential in the
number of channel states.

In terms of complexity, the proposed algorithm improves
upon a previous algorithm proposed by El Gamal and Heegard
[3] for the computation of capacity for the Gel’fand-Pinsker
channel. Instead of relying on the set of all Shannon strategies,
the algorithm in [3] included an additional step to optimize
over p(x|u, s) as well as methods to ensure convergence which,
in this case, is harder to achieve. The result is an algorithm
that is significantly slower but avoids the exponential use of
memory. The slowdown is due to the fact that the algorithm in
[3] has to potentially search over all possible functions U×S →
X , whereas the algorithm proposed in this paper only searches
over functions S → X .

Shannon strategy can also be applied to the computation of
the Wyner-Ziv rate-distortion function for the source coding
problem with decoder side information. This is described in
[4].
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