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Abstract — This paper establishes a connection be-
tween the uplink-downlink duality of the Gaussian
vector multiple-access channel and broadcast channel
and the Lagrangian duality in minimax optimization.
This new minimax duality allows the optimal transmit
covariance matrix and the least-favorable noise for the
broadcast channel to be characterized in terms of the
dual variables. Further, it allows uplink-downlink du-
ality to be generalized to broadcast channels with ar-
bitrary linear constraints. In particular, it shows that
the dual of a broadcast channel with individual per-
antenna power constraint is a multiple-access channel
with a diagonal uncertain noise.

I. Introduction
The sum capacity of a Gaussian vector broadcast channel
Yi = HiX+Zi is the solution to the following minimax prob-
lem [1] [2] [3]:

CBC = max
Sxx

min
Szz

1

2
log

|HSxxHT + Szz|
|Szz|

, (1)

where the maximization is subject to a power constraint
trace(Sxx) ≤ P and the minimization is subject to the con-
straint that the diagonal blocks of Szz are identity matrices.
(Here, HT = [HT

1 · · ·HT
K ].) Curiously, this sum capacity is

also equal to the sum capacity of a dual multiple access chan-
nel, Y′ = HT

i X′
i + Z′

i, where the roles of inputs and outputs
are reversed and the channel matrix is transposed [2] [3]:

CMAC = max
Σxx

1

2
log |HT ΣxxH + I|. (2)

The maximization here is over the block-diagonal covariance
matrix Σxx with a sum power constraint trace(Σxx) ≤ P . The
purpose of this paper is to illustrate that uplink-downlink du-
ality is equivalent to Lagrangian duality in minimax optimiza-
tion. This new interpretation not only gives rise to fast nu-
merical algorithms for computing the broadcast channel sum
capacity, but also allows uplink-downlink duality to be gener-
alized to broadcast channels with arbitrary linear covariance
constraints.

II. Main results
Theorem 1 The following two minimax problems

max
Sxx

min
Szz

1

2
log

|HSxxHT + Szz|
|Szz|

(3)

subject to tr(SxxQx) ≤ 1 and tr(SzzQz) ≤ 1 (4)

and

max
Σxx

min
Σzz

1

2
log

|HT ΣxxH + Σzz|
|Σzz|

(5)

subject to tr(ΣxxΨx) ≤ 1 and tr(ΣzzΨz) ≤ 1 (6)

are duals of each other in the following sense:
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• The optimal dual variable λx in the maximization part
of (3) is the optimal dual variable νz in the minimization
part of (5).

• The optimal dual variable λz in the minimization part of
(3) is the optimal dual variable νx in the maximization
part of (5).

• The optimal (Sxx, Szz) in (3) is related to the con-
straints of (5) by (Sxx, Szz) = (νzΨz, νxΨx).

• The optimal (Σxx, Σzz) in (5) is related to the con-
straints of (3) by (Σxx, Σzz) = (λzQz, λxQx).

• The optimum solution of (3) is the same as the optimum
solution of (5).

This minimax duality is established based on the Karush-
Kuhn-Tucker (KKT) conditions for the minimax optimization
problem. When applied to the Gaussian broadcast channel,
this new interpretation of duality reveals that the optimal
transmit covariance matrices in the dual multiple-access chan-
nel are in fact the dual optimization variables in the broadcast
channel. Thus, uplink-downlink duality is equivalent to La-
grangian duality in optimization.

The derivation of duality via minimax optimization also
allows uplink-downlink duality to be generalized to Gaussian
vector broadcast channels with arbitrary linear input con-
straints. In particular, for a multi-antenna broadcast channel
with individual per-antenna power constraint, the dual chan-
nel turns out to be a multiple-access channel with uncertain
noise:

Theorem 2 The sum capacity of a Gaussian multi-antenna
broadcast channel with individual per-antenna transmit power
constraints Sxx(i, i) ≤ Pi is the same as the sum capacity of a
dual multiple-access channel with a sum power constraint and
with a diagonal and uncertain noise:

min
Σzz

max
Σxx

1

2
log

|HT ΣxxH + Σzz|
|Σzz|

(7)

s.t. Σxx, Σzz are diagonal

tr(Σxx) ≤ 1 and
∑

i

PiΣzz(i, i) ≤ 1,

As the dual variables are in a lower dimensional space, the
duality relation leads to the efficient numerical computation
of sum capacity for the broadcast channel with per-antenna
power constraints.
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