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Abstract

Many current and emerging applications require low-lagec@mmunication, including in-
teractive voice and video communication, multi-player gammulti-person augmented reality
and virtual reality, and various Internet of Things apiiwas. Forward Error Correction (FEC)
codes for low-delay interactive applications have seveialinguishing characteristics from
traditional FEC. The encoding and decoding operations pragtess a stream of data packets in
a sequential fashion. Strict latency constraints limit tise of long block lengths, interleaving,
or large buffers. Furthermore these codes must achievedastvery from burst losses and yet
be robust to random losses.

This tutorial paper provides a survey of FEC for low-delajemactive applications. We
provide several illustrative examples that explain whytbff-shelf codes such as Reed-Solomon
Codes, Digital Fountain Codes, or Random-Linear Convohai Codes do not provide ideal
error correction for such applications. We then introduoens recently proposed FEC for
streaming, discuss their properties, and quantify thaiiop@ance gains both through illustrative

examples as well as through simulations over statisticahokl models and real packet traces.
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. INTRODUCTION

In the last decade we have witnessed an explosive demanduitinredia streaming applica-
tions. A recent study [1] predicts that IP Video alone willnstitute 79% of all the consumer
Internet traffic in 2018. Some commonly used applicationtuighe VoIP, video-on-demand (VoD),
video conferencing, desktop sharing and interactive netwaming. Emerging applications that
require low-latency include augmented reality, virtuadlity, and various Internet of Things
(IoT) applications involving control loops for industriptocesses. The underlying communication
network for these applications must support high relighilow latency, and preferably in-order
delivery of source packets. Furthermore it must includesl@ss links, that are subject to noise,
fading, mobility and interference. To combat such impaimtsersarious error-control mechanisms
must be implemented.

In the physical layer of wireless systems powerful errar@cting codes such as turbo codes
are used to combat short-term fast fading and white Gaussiese. These codes cannot always
recover from other sources of impairments such as slow gadinffer overflow, congestion or
interference, which cause packet losses at the applictdiger. It is well known that certain
loss patterns such as burst losses can cause a significanbdston in both audio and video
streaming [2], [3]. It therefore becomes necessary to dgvelror-control techniques at the
application layer to mitigate the effect of packet losses.

Error control mechanisms at the application layer can b&éd into two classes — error
concealment and error correction. Error concealment igales such as interpolation are used to
mask the effect of missing source packets. These technayeesutside the scope of this tutorial.
Error correction techniques such as retransmission ameafdrerror correction (FEC) are used to
achieve reliable transmission over communication links.rdtransmission based schemes, e.g.,
Automatic Repeat reQuest (ARQ), if the transmitter receime acknowledgment for a given
packet within a certain time, the packet is retransmittedht® receiver. While retransmission
is a simple and effective means of error correction, it reggiipoint-to-point communication,
a feedback channel and low round-trip delay. The rounddefay depends on a number of
factors such as the distance between the source and destjrtae number of nodes that must
be traversed in-between, the processing delay at each nmati¢he speed of the links [4]. It

is valuable to remember that even if we operate at the spedighvfwithout any other delays



we still have end-to-end delay issues. At the speed of ligkttime required to travel along
the earth’s circumference 833 ms. This would correspond to the theoretical minimum round-
trip delay between two diametrically opposite points on ¢ageth’s circumference. The original
one-way delay of the packet transmission plus the roupdeélay from ARQ can produce a
minimum latency of abou200 ms. In practice this theoretical delay would be longer duth&®o
non-ideal refractive index of the optical fibre and non-dirpaths between the nodes. On the
other hand, the ITU recommendation states that the endddagency in interactive voice and
video applications must be less th&50 ms [5]-[7]. Clearly, even in the ideal case, the distances
involved and the application constraints preclude the sske of retransmissions. Applications
such as augmented reality and virtual reality have evertdigtlelay constraints. For example,
the time from a user's motion until when it should be refledtethe user’s display (commonly
referred to as “motion to photon latency”) needs to be leas 20 ms to provide the experience
of presence. Similarly, 10T applications that involve cohtfeedback loops may require ms

or sub-ms latency, depending on the control loop requirésnen orders of magnitude tighter
delay constraints than traditional applications. In additsupport for ultra low latency wireless
services (ms level) are defined as a requirement for 5G aeliylstems [8].

A common alternative to retransmission is Forward Errorr€cion (FEC), where redundant
data are derived from the original data using techniques froding theory. Error correcting codes
such as Low-Density Parity-Check (LDPC) and Digital Foimtades [9], [10] are recommended
in Internet Engineering Task Force (IETF) Real-Time Tramsprotocol (RTP) profiles for non-
interactive streaming applications. These codes opekatelong block lengths, typically a few
thousand symbols and are thus suitable in applications Wieedelay constraints are not stringent.
In contrast FEC used in interactive applications are oftamstrained to have short block lengths
due to the delay constraints. Nevertheless real-worldraot&ve audio and video conferencing
applications such as Skype [11], are known to use FEC withifsignt advantages.

In this paper we will take a principled approach towards usi@ading ideal FEC for low-delay
interactive applications. In these applications the FECseing and FEC-decoding operations
must happen sequentially on the source and channel strezspsctively. Furthermore certain
erasure patterns such as burst losses can severely depmgerformance [2], [3], [11]. To

illustrate the effect of burst losses, consider the two $ype packet-loss sequences in Fig. 1.
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Fig. 1: Two examples of erasure sequences, which have the samber of erasures but different
erasure patterns. The shaded boxes denote the erasurestidilvhite boxes denote packet
reception. In sequenck the erasures are mostly isolated, while in sequenteey occur in a
single burst. One can use a sh@#12) RS code to recover for sequentebut a longer(15, 10)
RS code is required over sequerkaesulting in a higher delay.

Note that both of these sequences have the same fractiorstopdakets. Sequendein Fig. 1
corresponds to packet losses that are well separated, sdijeence corresponds to packet
losses in a burst. In the former case, a short-block code eansbd for error correction. For
example a(3,2) Reed-Solomon (RS) code [12] will guarantee that all the s®yrackets that
have been erased on link 1 will be recovered. This is possibl¢éhere is at-most one erasure
among any three consecutive packets. For sequenneFig. 1, a(3,2) block code cannot be
used to recover the burst loss ®fpackets. We will have to use a long€l5, 10) RS code to
recover all the erased source packets, while also maintpithie same overhead as in sequence
1. However, the delay incurred with this code is considerdbither than the previous case.
Thus the dynamics of packet loss patterns, and not just theage fraction of losses, must be
considered in streaming applications.

We will discuss coding techniques that can repair from blasdes with a much shorter delay
than RS codes. We will also see that codes that are optimblfst losses in terms of minimizing
the delay are rather sensitive to other loss patterns. lotipeacommunication links introduce
both types of erasure patterns illustrated in Fig. 1. Thuswiediscuss coding schemes that
enablefast recovery from burst losses, and are also robust to isolaesks [13]-[15].

In the rest of the paper, Section Il provides a case study dfearing setup and examines
the properties of various error correction codes includRegd-Solomon Block Codes, Random
Linear Convolutional (RLC) Codes, Repetition Codes, asl wslsome variants of these such
as shifted-Repetition, shifted-RLC, Concatenated and-Detay codes. We examine the error
correction ability of these codes against burst losses gdisag arbitrary loss patterns and explain
how the proposed variants outperform the baseline schdm&mction Il we explain how these
constructions can be generalized to obtain state-of—thiexe-delay FEC for channels with burst

and isolated losses, while Section IV summarizes the titegaon Streaming Codes till date.
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Fig. 2: The source streasijt] for ¢ > 0 is encoded to a channel streatjt] which is transmitted
over an erasure channel. The decoder tolerates a maximuay del’ packets.

Section V provides simulation results over Gilbert-Elliohannel models and real packet traces

and conclusions are presented in Section VI.

1. CASE STUDY: WHY TRADITIONAL FECIS NOT ENOUGH?

In this section we study the performance of various erroreming codes in a streaming setup
via an example. In order to provide a common point of compariwe focus on the streaming
setup shown in Fig. 2. In this model a source pacistfor t = 0,1,2,... arrives at the FEC
encoder every, seconds, i.es[t] arrives at timet - ¢, seconds. For simplicity, we will assume
that each source packet is of the same size and consigtssgimbols. The encoder generates
a channel packet[t] of sizen symbols and transmits it in the intervgl- ¢, (¢t + 1) - t5). The

encoding function is causal:

x[t] = fi (s[t —m],...,s[t])), t>0, (1)

where f;(-) is the encoding function at timé and m denotes the memory of the encoder.
Furthermore the rate of the code is given By= k/n and its redundancy i$00(n — k)/k%.
The communication channel considered ipacket erasure channekach transmitted packet is
either erased or perfectly received at the destinatiorns iEhinotivated by the fact that erroneous
packets are discarded at lower layers in the communicatiotogol stack. In particular, the
channel output at (discrete) timeis given byy|[t] = *, if the channel introduces an erasure at

time ¢, and byy|[t] = x[t], if it does not. Throughout this paper we will use the teshannelto



denote the packet-loss sequence, as is the convention litetadure in coding theory. In order
to develop insights into the performance of different cgdathemes we will focus on a simple

class of channels defined below.

Definition 1 (Burst Erasure Channelp Burst Erasure Channel with parametéris a channel
that introduces a single contiguous sequence of erasursag@mum lengttB, i.e., starting from
some arbitrary timej > 0 and 0 < B’ < B, we have thay[t| = x for ¢t € [j,7 + B’ — 1] and

y[t] = x[t] otherwise.

Definition 2 (Isolated Erasure Channeln Isolated Erasure Channel with parametdris a
channel that introduces up t& erasures in the received stream. The locations of the eessur
can be arbitrary. Thus for someé< N’ < N and0 < j; < j2... < jn we have thay[j;] = *,

and y[t) = x[1] it ¢ ¢ {j1.jo. ... dn}.

We note that the channel models treated above are rathefesimpghe burst erasure model
introduces a single burst of maximum length while the isolated erasure channel introduces
a maximum of N erasures in arbitrary locations. Nevertheless there areraleadvantages in
studying these models:

o The study of such simplified model provides first order ingdgimto the performance of
various streaming codes. For example we will see how cotieolal codes are more resilient
than block codes in the streaming setup.

« The analysis of these channels is a useful first step in tigatiore sophisticated models
such as the sliding window channel models, which must beralfficonsidered in streaming
scenarios [13], [14].

« We will see that the insights obtained through the study ahschannels will be useful
in interpreting the simulation results over the Gilbertidtl model and real packet traces

treated in Section V.

As shown in Fig. 2, the decoder tolerates a maximum delay phckets, i.e.,

S[t] = % (y[0],...,y[t +T1), (2)

where~,(-) designates the decoding function at timeThe source packed[t] is declaredost

if §[t] # s[t]. Note that a delay of” packets in our model is equivalent to an actual delay of



(T - ts +t,) seconds, where, is the inter-packet arrival time ang is the propagation delay in
Fig. 2. In the rest of the paper we will consider the delay ite of packets, and the time index

will refer to the discrete time.

Remark 1. The constructions considered in Fig. 2 are systematic cddeseach channel packet
can be expressed agt] = (s[t], p[t]), wherep|t] is the parity-check packet consisting(@f— k)

symbols. All codes that we will consider in this paper willdystematic codes. This will guarantee
that whenever a channel packet is received the underlyingcegacket is immediately recovered
with zero delay. Furthermore all codes we consider will beedir codes, i.e., the parity-check

symbols can be expressed as a linear combination of the sqackets [16].

Remark 2. Note that in the setup in Fig. 2 the parity-check packef§ are not transmitted

as separate packets but asppendedo the source packets before transmission. This reduces
the number of packets transmitted over the channel. Suclpproach is desirable in practical
wireless networks such as 802.11, where channel conteatierhead is significant. Nevertheless
most of the insights developed for our proposed model alpdyapith minor variations, to the
case when the parity-check packets are transmitted seggirétdvantages of using separate FEC
streams include wider compatibility, where media stream lsa decoded even by clients that do

not understand FEC.

A. Summary of Coding Schemes

We briefly summarize the different code constructions thiltlve discussed in the paper. As
illustrated in Fig. 3, the coding schemes we consider carrbadby classified into two categories
(i) traditional FEC and (ii) streaming codes. In the formategory we will discuss three off-the-
shelf coding schemes: Reed-Solomon codes, Rateless condeRamdom Linear Convolutional
codes in sections 1I-B, II-C and 1I-D. A common feature ofghecodes is that following a loss
pattern, the decoder must collect enough parity-checkéa&bitt can invert the resulting system
of equations and simultaneously recover all the missingcgopackets. For example when the
rate of the code iR = 1/2, so that the size of each parity-check equals that of thecequaccket,
the decoder must collect as many parity-check packets asiigsng source packets to recover
them. In the special case of the burst erasure channel witt lngth of B and R = 1/2, this

results in a delay of” = 2B.



Error Correction Codes

Traditional FEC Streaming Code$

MS Codes
(Shifted-
Repetition)

MIDAS Codes
(Concatenated)

Reed-Solomon Random Linear
Codes Codes (RLC)

ERLC Codes

Rateless Codes| (Shifted-RLC)

Fig. 3: Summary of different coding schemes in the streansieiyip. The traditional FEC are
discussed in Section Il. The ratg2 streaming codes — shifted-Repetition, shifted-RLC and
Concatenated Codes — are also discussed in Section Il. TiftedsRepetition code provides
optimal burst error correction in the streaming setup, viile shifted-RLC and Concatenated
Codes are a robust extension of these codes. Their respgetieralizations — MS codes, ERLC
codes and MIDAS codes are discussed in Section IlI.

One can significantly improve upon the performance of tiagti FEC over burst erasure
channels. Such constructions will be referred tgtasaming codes this paper. Unlike traditional
FEC, they do not force simultaneous recovery of all the sopackets. Instead the construction
of parity-checks is such that the older source packets véthiee deadlines are recovered before
the later source packets. The minimum delay achieved bynkthiod isT' = B, whenR = 1/2.

In Fig. 4 we provide a comparison between traditional FEC stnelaming codes. We sketch
the maximum correctable burst length on thexis and the resulting delay for different codes
on the y-axis. The rate of all codes is fixed tB = 1/2. As we discussed, when the burst
length equalsB the minimum delay for traditional FEC i = 2B, which is shown by the
blue line in the figure. The associated regidn> 2B is shaded light blue. In contrast the
minimum delay achieved by streaming coded'is= B and is shown by the red line. Thus the
longer the burst length, the higher will be the gain providgdstreaming codes. As we will
see the codes achieving minimum delay over burst loss clemane sensitive to other erasure
patterns. Thus in practice one must develop robust extesgltat are also resilient to isolated
erasure patterns. Such codes will require slightly larggdays thanT = B, and will achieve

a performance in the light red region shown in Fig. 4. We discthree such constructions,
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Fig. 4: Achievable delays for erasure recovery of differeatst lengths using FEC at rate2.
The solid red-line shows the minimum delay that can be aelidor a given burst length. The
delay below this threshold cannot be achieved by any code.ble region shows the delay
achieved by traditional FEC that perform simultaneousvenpof the source packets. Streaming
codes that perform sequential recovery can achieve del#yimed region.

shifted-RLC codes, Concatenated codes and dual-delaysdad8ections II-F, II-G and II-H

respectively. The corresponding generalizations to ramyitrates are discussed in Section IlI.

B. Reed-Solomon Block Codes

An (n, k) block code operates oh source packets and generates- k£ packets. Hence, the
rate of a(n, k) code is given byt/n. Systematic codes are a class of block codes where the first
k packets of the codeword are the source packets, whereaasthe- k£ are called parity-check
packets. Reed-Solomon (RS) [12], [16] codes are the moshumly used block codes. These
codes belong to the class of Maximum Distance Separable {Mid8es which guarantee the
recovery of the maximum number of packet losses for a givenrdancy. An(n, k) RS code

can recover up tm — k erased packets in any codeword of length
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Fig. 5: (4,2) RS Code applied to a streaming setup. The parity-check p=pk® andp[3] are
generated frons[0] ands[1], but sent in the next block.

While a(n, k) block code does not directly fit into the streaming setupait be easily adapted
as discussed below. The stream of source packets is logsgalit into segments each of size
k. A (n,k) block code is then applied to each segment to generatg: parity-check packets.
These parity-check packets are then transmitted togetitieitive source packets in theext block
of k packets. This construction is particularly simple ®r= 1/2, which is the case treated in
this section. For the case of general rates, we refer theergaad17].

In Fig. 5, a(4,2) RS code is applied to each group of two consecutive sourckefsato

generate two parity-check packets. For example in the fistkbwe generate

(4,2) RS Code
R

(s[0], s[1]) (s[0], s[1], p[2], P[3])- (3)

The resulting parity-check packetp[2], p[3]) are transmitted in the next block, by appending
them tos[2] and s[3] respectively. The resulting channel packets &8 = (s[2], p[2]) and
x[3] = (s[3], p[3]). More generally for the group of source packgtRi],s[2i + 1]) a (4,2) RS
code is applied to generate parity-chegk: + 2| and p[2i + 3], which are transmitted along
with the source packets at times= 2i + 2 andt = 2i + 3 respectively.

A longer (6,3) RS code can be applied in an analogous fashion, by considgrmups of
three source packets and generating three parity-chedefsaevhich must be transmitted in the
next block of three source packets. We now discuss the eamedation properties. We discuss

three cases below.
« Single Isolated Loss Consider a channel that introduces a single isolated exase.,
N = 1. The (4,2) RS code can recover the missing source packet with a delayare m

than " = 2 packets. For example, &[0] is lost, then the associated source packet is
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recovered as soon gs2] is received by the decoder. In contrast tfte3) RS code can
recover the missing source packet with a (worst case) ddldy-e 3 packets.

« Two Isolated LossesNext consider the case when the channel introduces up tistiated
losses. For thé¢4,2) code it can be seen that the worst case delay happens xjbeand
one of eitherx[1] or x[2] are erased. The source packéi] can be recovered fromp[3]
resulting in a delay ofl’ = 3 packets. Similarly for thd6,3) code the worst case delay
with two isolated losses i$ = 4. It will happen for example i&[0] and x[3] are erased,
so that the decoder must wait fpf4] to recovers|0].

« Burst Erasure Channel: Finally consider the case when the channel introduces st bofir
length B = 3. In particular suppose that{0], x[1] andx[2] are erased. Thét,2) RS code
will not be able to recoves[0] ands[1], althoughs[2] can still be recovered fronp[4].

In contrast the(6,3) RS code successfully recovers all the erased source paskétsa
maximum delay ofl" = 5.

Generally speaking, longer block codes in the streamingpseill correct from longer bursts
but at the expense of longer delay. However, the size of elachk must be small due to the delay
constraints. Such an approach significantly limits therecmrection capability. As we will see
the use of convolutional codes is more desirable than blaces, as it enables the decoder to
recover from shorter bursts with smaller delays while larntgests can be recovered with longer

delays. However, before discussing these, we will briefscdss Rateless codes.

C. Rateless Codes

Reed-Solomon codes exist over fields of sizes at least as Esghe block length. Typical
block lengths for RS codes are restrictedrto< 255. Rateless codes (e.g., LT codes [9] and
Raptor codes [10]) are a class of binary codes that can suppasiderably longer block lengths
which achieve near optimal error correction and are amenttblextremely efficient decoding
algorithms. This makes them a natural choice in non-intemastreaming applications. However,
since the focus of this paper is on FEC for interactive apgiins, rateless codes will not be

suitable.
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D. Random-Linear Convolutional (RLC) Codes

Together with block codes and rateless codes, convolutantes [16], [18] form a commonly
implemented class of error-correcting codes. Such codes ha inherent sequential encoding
structure. At each time instant a (n, k,m) convolutional code generates one channel packet
x[t] of sizen which is a causal combination of the previowssource packets and the current
packet, i.e.x[t] = fi(s[t —m],...,s[t — 1],s[t]). The rate of such a code is given By= k/n
and its redundancy i$00(n — k)/k%. The code is said to be systematic if each channel packet
x[t] contains the source packsit], i.e., x[t] = (s[t], p[t]) whereplt] is the sizen — k parity-
check packet at tim¢. An important class of convolutional codes are linear, timariant,

convolutional codes, where the parity-check packets caexpeessed as

m

plt] => s[t—i] - H; 4)

i=1
wherem denotes the memory of the code and the matridesare of dimensiork x n — k for
eachi = 1,...m. We note that the summation in (4) startsiat 1 and noti = 0, i.e., p[t]
does not combineg[t] because the packet erasure channel considered will efélse/henever
s[t] is erased. Furthermore, whet| is not erased, the systematic code will recasfelr directly
without the need op|t].

If the coefficients in the matri¥]; are selected at random, then the codes are said to be
random-linear convolutional codesee e.g., [19], [20]. Such codes guarantee that, with high
probability, each parity-check symbol provides an indejggn equation involving the source
symbols. One can also construct the matriBgsn a deterministic fashion to satisfy this property.
Such constructions also achieve the largest distance uy@toade memory and are referred to as
Strongly-MDS codes, see e.g., [21], [22]. For simplicity wil refer to all these constructions
as RLC Codes.

Fig. 6 illustrates g2, 1,5) RLC code of ratel /2. In this special case the parity-check packets

are the same size as the source packets. We can express

5
plt] = st —il, (5)
=1

whereq; are scalars instead of matrices in (4). We analyze the pedoce of these codes for

the same set of erasure patterns as in the case of block codes.
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Single Isolated Loss Consider a channel that introduces a single isolated mrase.,

N = 1. In particular suppose that0] is lost. It is clear that the erased source pack@

is recovered as soon as the channel pagk#&t — and in particularp(1] — is obtained,
i.e., with a delay ofl" = 1 packet. Thus the RLC code achieves a smaller delay than the
(4,2) and (6,3) RS codes.

Two Isolated LossesNext consider the case when the channel introduces up tistlated
losses. It can be verified that the worst case delay occurs e two losses happen in
succession, e.g., i&[0] andx[1] are erased. In this case both the source packétsand

s[1] are recovered whep[2] andp|3] are received, i.e., with a delay @f = 3. This is the
same delay as the shortet, 2) RS code.

Burst Erasure Channel, B = 3: Finally consider the case when the channel introduces a
burst of lengthB = 3 and in particular suppose thaf0], x[1] and x[2] are erased. The
RLC code will collect the parity-check packgi3], p[4], p[5] and then recover all the erased

source packets —s{0], s[1], s[2] — simultaneously with a delay df = 5. This is illustrated
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in Fig. 6b. This is the same delay as tfe3) RS code. Furthermore note that since the
memory equalsn = 5, the decoder can also recover a burst of lenftk- 4 with a delay

of T'= 7 and a burst of lengttB = 5 with a delay ofT" = 9. These patterns cannot be
corrected by the RS codes discussed previously.

Based on the above discussion, it is clear that convolutiomdes exhibit several advantages

over block codes. We summarize these below.

« Unlike block codes, convolutional codes do not require th&ce sequence to be fragmented
into blocks over which the parity-checks are generatedefitsthey are based on a sliding-
window construction (cf. (4)). This approach enables theoder to opportunistically recover
shorter burst lengths more quickly than longer bursts, adiseaissed in the above example.

« The memory of the code: is a design parameter. Larger valuesnefwill enable longer
burst lengths to be recovered at the same rate. Howevegelongmory increases complexity
and also makes the code vulnerable to certain other typesetie patterns when partial
recovery is the best option. To explain this consider a fate- 1/2 RLC with infinite
memory, and one with memony. = 5. Suppose the channel introduces a burst of length
B =20 in the intervalt € [i,7+ 19]. The infinite-memory code will force the decoder to use
the next20 parity-checks in the interval +20, i+ 39] to recover the erased source sequence.
Any additional losses in this period will cause longer dslajhe code with memorny, = 5
will behave very differently. It will skip parity-checks ithe intervalli + 20, i + 24|, which
are the only received parities that depend on the burstalteFhereafter any parity-checks
can be used to recover from any future losses. Thus due ty defsstraints the code with
memorym = 5 is more desirable in the event of such burst losses.

It should be noted that the construction in (4) applies to arpjtrary rateR. There is nothing
special aboul? = 1/2, except the simple construction (5). The following restibws the burst

and isolated error correction properties of RLC [13] for abiteary rate R.

Theorem 1 (Error correction properties of RLC at a given maximum dgl&@onsider a(n, k, m)
RLC code with ratekR = % and memoryn > T. Such a code can recover from a burst erasure

channel with maximum burst lengf®, or from an isolated erasure channel with a maximum of
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N erasures, with a maximum delay 6f provided that:

B<(1-R)(T+1), (6)

N <(1-R)(T+1). ()

Note that RLC codes have the same threshold for burst erisatated error correction. To
explain this, recall that RLC codes perform simultaneou®very of the source packets in the
event of an erasure burst. They treat each parity-check @addimg an equation involving the
source symbols and recover all the erased symbols simoliashewhen sufficiently many parity-
checks are received. This is illustrated in Fig. 6b. They raot able to recover earlier source
packets whose deadlines happen earlier in an opportuféstigon. In Sections II-E—II-H we
will discuss the class of streaming codes that can achievle ausequential recovery, and thus

provide improved performance over burst erasure channels.

E. Shifted-Repetition Code

A repetition code is a simple construction with raRe= 1/2, where each source packet is
repeated with a unit delay, i.ex[:] = (s[i],s[:—1]) for all i > 1. While simple in implementation,
such a construction cannot recover from burst losses oftheBg> 2. Interestingly a simple
variation of this construction achieves optimal recovewgrothe burst erasure channel. Some
generalizations of repetition codes, where low bit rateinethnt audio packets are used as parities,
are studied in [23].

A shifted-Repetition code is a rat® = 1/2 code, where each source packet is repeated once
after a delay ofl’ packets, i.e., we can expres§| = (s[i],s[i — T]). Note that in contrast to
RLC, the parity-check packets in a shifted-Repetition cdd@ot involve a linear combination of

the source packets. We replace (4) with simp[y] = s[¢ —5]. We note the following properties:

« Single Isolated Loss When there is a single isolated loss the correspondingcequaicket
can be recovered with a delay ©f= 5 packets. For example #[0] is lost then the source
packets|0] is recovered when its repeated copy at tife- 5 is received.

« Two Isolated LossesThe shifted-Repetition code cannot recover from two orerisolated
losses in general. As an example, if the erasures happemeat & 0 and¢ = 5, then the

source packes[0] cannot be recovered. Thus the delay for this cass.is
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« Burst Erasure Channel The shifted-Repetition code can correct a burst of lergth 5
with a delay ofT" = 5. Suppose that the erasure burst spans the inténl Thens[0] is
recovered at time = 5 from p[5] = s[0]. Likewise eachs[j] for j = 0,...,4 is recovered

at timet¢ = j + 5 in a sequential manner.

It is clear that a shifted-Repetition code with delBywill recover any burst of lengttB < T..
This is clearly the maximum burst length that can be recal/bseany code. However, the rate
of the code is fixed taR = 1/2. The family of Maximally Short (MS) codes [24], [25] are a
generalization of the shifted-Repetition code that adghieptimal burst correction. For a given
rate R and delayl’, they achieveB = min (1, %) T. We will review a variation of the original
construction in Section Ill. It should be noted that the eatdi B is larger than that of RLC codes
in Theorem 1. Unfortunately like the shifted-Repetitiordes, these codes are also sensitive to
the isolated erasure channel with> 2. We will see that this can lead to a significant degradation
over statistical channels such as the Gilbert-Elliott ctfelnNevertheless the MS codes constitute

an important building block for more robust codes discusaetie sequel.

F. Shifted Random Linear Convolutional Code

Shifted-RLC codes combine ideas of the shifted-Repetitimhe discussed above with the RLC
code in Section II-D. They achieve a longer burst-error ettion threshold than RLC codes in
Theorem 1, but smaller than the shifted-Repetition codesvdyer, they can correct from more
than one isolated loss unlike the shifted-Repetition coflesan example consider the ratg2

code:x[i] = (s[i], p[i]), where we select
pli]| = s[i — 5] +s[i —4].

This code is similar to thén = 2,k = 1, m = 2) RLC code in Section II-D, but the parity-check

packets are further delayed By = 3 units. We summarize the error correction properties below.

« Single Isolated Loss When there is a single isolated loss the correspondingcequaicket
can be recovered with a delay @f = 4 packets. For example i[0] is eraseds[0] is
recovered wheip[4] = s[0] 4+ s[—1] is available to the decoder.

o Two Isolated Losses This code recovers from any pattern consistinghof= 2 erasures

within a worst case delay df = 5. The worst case pattern correspondsx{0] and x[4]



17

0t 124 2t 3t 4t o 6t Tty 8t 9t

4 i s[0] s(1] s[2] s[3] s[4] i s[5] s[6] s[7] s[8] s[9]
< s[—5] s[—4] s[—3] s[—2] i s[—1] s[0] s(1] s[2] s[3] s[4]
< p[0] p[l] p[2] pl3 |!| pMl p[5] p(6] p[7] p[8] p[Y]

Fig. 7: Rate4/9 Concatenated Code

being erased. For this pattern note that the first availadigypcheck that involves|0] is
at time 7" = 5. Using p[5] = s[1] + s[0], the source packe{[0] is recovered af" = 5.

« Burst Erasure Channel: A burst of lengthB < 4 packets is recoverable with a delay of
T = 4. For example, suppose thal0], ..., x[3] are erased. Then using4] = s[0] +s[—1],
and cancellings[—1], which is not erased the decoder can recaje}. Similarly at time
t = 5, the decoder can uge{5] = s[0] + s[1] to recovers[1]. Continuing this process, each
erased packet is recovered sequentially with dflay 4.

The shifted-RLC code above corrects a maximum burst lengt® e= 4, and up toN = 2
isolated losses within a worst case delaylof= 5. For the same delay df = 5, the shifted-
Repetition code recovers a burst length/f 5, while the RLC code in Theorem 1 can recover
from a burst length o8B = 3, as well asV = 3 isolated losses. The main design parameter in the
shifted-RLC code is the shith applied to the parity-check packets. Selecting= 0 we recover
the original RLC construction and result in the error-coti@ thresholds stated in Theorem 1.
SelectingA = T will result in the same performance as the shifted-Repaetitiode. By selecting
the value ofA in-between these two extremes we can trade-off the burst-and isolated-error
correction capabilities of the code.

A generalization of the shifted-RLC code above to arbitreaies is the ERLC [15]. In this

construction too, a graceful trade-off between the bumdrerorrection and the isolated error
correction capabilities can be obtained through the chofabe shift-parameteA. These codes

will be reviewed in Section Ill.
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G. Concatenated Codes

An alternative technique for making shifted-Repetitiordes resilient to the isolated erasure
channel model is to append an extra layer of parity-checdkisid. 7, we illustrate an Concatenated
code of rateR = 4/9 which combines a shifted-Repetition code and a RLC code.efueding
steps are as follows:

« We construct a raté/2 shifted-Repetition code with a delay &f= 5. Each source packet

s[i] is repeated with a delay &f = 5 as shown.

« We apply a(n = 5k/4,k,m = 5) RLC to the source packefi| to generate parity-check
packets of sizek/4. These parity-check packets are appended to the sourcestpaitk
generate the channel packefi| = (s[i], s[i — 5], p[i]).

The rate of the above construction4g9, which is lower than other codes discussed in this

section. The construction of the rat¢2 code in this family is a litle more complicated. The
construction for general rates will be discussed in the egbant section. Nevertheless this code

is effective against burst and isolated erasures as disdiuzgow.

« Single Isolated Loss When there is a single isolated loss the correspondingcequaicket
can be recovered with a delay @f = 4 packets. For example ik[0] is eraseds|0]
is recovered whermp[1],...p[4] become available using the RLC code. Alternatively, the
repetition code can also be used to recayef, albeit with a delay ofl’ = 5 packets.

« Two Isolated LossesThis code recovers fromV = 2 isolated erasures within a worst case
delayT = 5. The worst case pattern corresponds to an erasute=ad and an additional
erasure in the intervdl, 4]. This will force the decoder to use the repetition code t@vec
s[0], resulting in a delay of” = 5.

« Burst Erasure Channel A burst of lengthB < 5 packets is recoverable with a delay of
T =5 by simply using the shifted-Repetition constituent coded gnoring the RLC.

For the burst erasure channels, the Concatenated code admweers from the same burst
lengths as the shifted-repetition code. For the isolatagilege channel, it has the same performance
as the shifted-RLC. However, the rate of this cod&Ris= 4/9, which is smaller than the other
codes that achiev® = 1/2. A generalization of this approach to arbitrary rates, kn@ag the

MIDAS code, is introduced in [13], [14]. Similarly, this cetuction is obtained through an
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extension of MS codes by appending an extra layer of RLCypahecks as will be explained

in Section I

H. Dual-Delay Codes

Although Shifted-RLC and Concatenated codes in Sectiois dhd 11-G can recover from
both isolated and burst erasures, they incur long delays evéhe case of a single erasure. In
this section, we discuss another construction that quick&pvers from a single erasure while
keeping a good burst correction capabilities. The rgte version of such codes is a simple
combination of two shifted-Repetition codes with delayd @nd5, i.e., the parity-check packet
at timei is given by

pli| = s[i — 1] +s[i — 5].

The achievable recovery delays for different erasure pattare as follows.

« Single Isolated LossIn case of a single erasure, the corresponding packet ceecbeered
with a delay of 7" = 1 packet. For example ik[0] is eraseds|0] is recovered at time
sincep[l] = s[0] + s[—4].

« Two Isolated LossesThis code recovers fromV = 2 isolated erasures within a worst case
delayT = 5. The worst case pattern corresponds to two consecutiveresaat time) and
1. The decoder has to wait tify[5] = s[4] + s[0] becomes available.

o Burst Erasure Channel: A burst of lengthB = 4 packets is recoverable with a delay of
T = 5. In this case, the paritigs[5], . . . , p[8] can be used to recover the eras@l, . . ., s[3],

respectively.

Unlike other constructions, this code is still under inigesion and will not be treated further.

I. Numerical Comparisons

Table | summarizes the properties of various error cowactiodes discussed in the previous
section. We set the worst-case delay of each code to be atfesb and find the maximum
burst length that can be corrected by each. All codes exbepCbncatenated code have a rate
of R = 1/2. The rate of the Concatenated codefis= 4/9. Note that the shifted-Repetition
code achieves the maximum value Bf= 5, among all codes. However, it cannot recover from

the isolated erasure channel with > 2. For such a channel, the RLC codes clearly outperform
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Error Correction Codé Rate Burst Single Erasurg| Two Erasures
(Redundancy Bmax ‘ Tworst Tworst Tworst

(6,3) Reed-Solomon || 1/2 (100%) 3 5 3 4
RLC Code 1/2 (100%) 3 5 1 3
Shifted-Repetition 0
(Maximally Short) 1/2 (100%) g g g o
Shifted-RLC

0
(Embedded-RLC) 1/2 (100%) || 4 | 4 4 g
Concatenated Code

0
(MIDAS) 4/9 (125%) 5 5 4 5
Dual-Delay Code 1/2 (100%) 4 5 1 5

TABLE I: Summary of error correction codes discussed in i®acl. We assume a maximum
recovery delay of” = 5 for the burst erasure channel and compute the maximum ¢abledurst
length. We also indicate the achievable delays over thatisdlerasure channel with = 1 and
N = 2 erasures. The codes indicated in the parenthesis are tjeatoas of the codes discussed
in this section.

all other codes. However, they can only correct a burst oftle®3 = 3. The shifted-RLC code
and the Concatenated code achié¥e- 4, and are also feasible against isolated erasures, albeit
with higher delays than RLC codes.

We further compare the performance of these codds-at5 over Gilbert-Elliott channels and

real packet traces in Section V.

J. Impact on Applications

As noted before, the maximum allowable one-way latencytaractive applications should not
exceedl 50 ms. In a VoIP application where each audio packet spar® 20 ms of speech, and
assuming30 — 40 ms propagation delay for coast-to-coast communicationtfd$ corresponds
to a maximum allowed delay ¢f = 5 to 12 packets. In a typical video application 2atMbps,
and packet sizes df500 Bytes, a delay ofl50 — 30 = 120 ms will be T" =~ 20 packets [15].

The codes in Table | can be naturally extended to recover forarbitrary burst lengti® and
delayT'. Fig. 8 provides an extension of Fig. 4 to include the robustrsions. The uppermost
black line corresponds to RLC while the lowermost red lineregponds to shifted-Repetition
(MS) codes as before. Codes such as shifted-RLC (ERLC) amta@enated Codes (MIDAS)
require a slightly larger delay for burst-error correctibnt are also robust to isolated losses. We
note that the rate is set to ié= 1/2 for all codes in Fig. 8. As an example, consider 11.

We observe that the delay achieved by an RLC code equal21, while the shifted-Repetition
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Fig. 8: Achievable recovery delays for different burst l#rggusing FEC at raté/2. Sequential
recovery codes (such as Maximally Short Codes) incur a mowier delay when compared to
simultaneous recovery codes (such as Reed-Solomon codeRamdom Linear Convolutonal
Codes) for a given burst length.

(MS) code achieve§” = 11. The two robust extensions, which can both correct frym= 2
isolated erasures, require only a slightly larger delamil@rly, if we look at a recovery delay of
T = 11, we see that the streaming codes — shifted-Repetition (ll8jted-RLC (ERLC) and
Concatenated (MIDAS) codes — can recover from bursts oftlenpl, 10 and 9, respectively
compared to & = 6 for the RLC code of the same redundancy.

We conclude by noting that while this section considers gémple channel models throughout
the discussion, the insights gleaned from this study araald¢ over more realistic channel
models. This will be validated in Section V where we show hdwe streaming codes can

outperform conventional codes over Gilbert-Elliott chalsnas well as real packet traces.

I1l. GENERAL CODE CONSTRUCTIONS

In this section we extend the streaming code constructitisised in the previous section to

general parameters. We first discuss the Maximally Shore€adSection IlI-A. Recall that these
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codes are a generalization of the shifted-Repetition cd@sissed in Section II-E. These codes
achieve optimal error correction over the burst erasurembla However, they cannot recover
from evenN = 2 isolated erasures. We then outline two approaches — the ERIJE and the

MIDAS code — that are also robust to isolated losses.

A. Maximally Short (MS) Codes

The MS codes were introduced in [24], [25] and shown to aghimaximum burst correction
capability for a given rate and delay. The original conginns of MS codes in [24], [25] were
based upon interleaved block codes. A modification was stgdedn [13] that did not use the
block code construction. Instead, the MS code was constlugting a RLC code and a repetition
code as constituent codes. We will follow this approach @&ssimpler to describe and generalizes
naturally to the robust extensions.

Before explaining the detailed construction, we outlingiition behind the construction of the
MS code. The shifted-Repetition code in Section II-E israra-packet codelt does not combine
symbols belonging to different source packets. It seqatyptiecovers the source packets, but its
rate is fixed tol /2. TheRLC coden Section II-D is aninter-packet codas it combines symbols
across different source packets (4). This constructiawalifor a flexible rate-delay trade-off but
only achieves simultaneous recovery. In the MS code coctgiruwe combine the contributions
of both the RLC code and the repetition code as illustrateBign 9.

Encoder:

« Source Splitting: Split each source packet into two sub-packeid andv([i| of sizesK,

and K, respectively, wherd(, + K, = K, i.e.,

o RLC Code: Apply a rate K, /(K, + K,) RLC code to thev[-] stream of sub-packets to
generate parity-check packets,|-] of size K,,.

« Repetition Code: Apply a shifted-repetition code to the[-] sub-packets.

« Parity Combination: Combine thep,[-] parity-check packets with the repeatafl] sub-

packets after shifting the latter i time slots to generate the overall parity-check packets,

pli] = po[i] +u[i —T7.
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Fig. 9: A block diagram illustrating the encoding steps of & Mode. The source packet is
first split into two sub-packets and a different code is aggplio each sub-packet. The resulting
parity-checks are then combined to form the overall paritgek packet. Finally, the parity-check
packet is appended to the source packet to generate theethzauket.
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Fig. 10: An illustration of the decoding steps in a MS codeclEaolumn denotes a channel
packet transmitted at the time index shown above it.

« Channel Packet: Generate the channel packets by appending the overaly{udngicks to

the source packets, i.e.,

is the packet transmitted at timeand is of sizeN = K + K,,.

Rate Analysis:In the above construction we may select any valugsgfand K, such that

their ratio isK.,, /K, = B/(T — B). The overall rate is given by = 25 = - We next
explain how the code can recover from a burst of len8tlith a delay ofT.
Decoder: Consider a channel that introduces an erasure burst ofleRgin the interval

[0, B — 1] as shown in Fig. 10. The decoder proceeds in two steps.
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« Step I: (Simultaneous Recovery) The decoder subtracts the unetdde— 77,...,u[—1]
sub-packets from the corresponding paritie§3], ..., p[T — 1] to recover the parity-check
packetsp,[B],...,py[T —1]. TheseT — B parities, each consisting df,, symbols, suffice
to recover theB erasedv[:| symbols sinceB - K, = (T — B) - K,, holds.

« Step Il: (Sequential Recovery) Upon recovering0],...,v[B — 1] at time T' — 1, the
decoder can compute,[7], subtract it fromp[T"] = p,[T] + u[0] and in turn recoven|0]
at time7". Similarly, the decoder can ugdT" +1],...,p[T + B — 1] to sequentially recover
u(l],...,u[B — 1] with a delay ofT" packets.

Hence,s[i] = (u[i],v[i]) for i € {0,..., B — 1} are recovered at time+ 7.

We summarize the error correction property of the MS codevbgp4], [25] .

Theorem 2 (Error correction properties of MS codes at a given maximwiay). Given a rate
R and delayT’, the MS code can recover from a burst erasure channel of maritengthB or

an isolated erasure channel witN' erasures provided that:
1-R
B<min|1l,—— | T 8
<min (1,25) ®
N <1 9)

Furthermore the upper bound oB in (8) is the maximum value that can be attained by any

code of rateR and delayT'.

B. Robust Extensions of MS Codes

As shown in Fig. 10, the MS Code splits the source packet o groups, i.e.s[i] =
(ufi], v[i]). It applies a shifted-Repetition code tdi] and a RLC code to/[i] to generate the
parity-check packep,[i] + u[i — T]. The main weakness of this construction is the shifted-
Repetition code applied to the-| packets. When there are two isolated losses, at timé and
t = T, the MS code fails to recover the sub-packét]. We discuss two ways in which these
codes can be made robust to correct from isolated losses.

1) Maximum Distance and Span (MIDAS) CodeEhe main idea in the MIDAS construction
is to apply an additional RLC code of Fa’ja?ff;‘—m to theu[i] sub-packets. This generates a new-
set of parity-check packegs,[:] consisting of K, symbols. These are then appended to the MS

code. Thus the transmitted channel packet is of the fofin= (ul[i], v[i], u[i — T+ ps [i], Pu[7])-
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By judiciously selectingK, one can achieve any/ < B, see [13] . Note that this construction
is a generalization of the Concatenated Code discusseckiprivious section. The following

result from [13] characterizes the performance of theseesod

Theorem 3 (Error correction properties of MIDAS codes at a given maximndelay) Given a
rate R and delayT, there exists a MIDAS code that can recover from a burst eeashannel
of maximum lengtlB or an isolated erasure channel witN erasures provided thaB and N

with 1 < N < B, satisfy the following inequality:

R
<ﬁ> B+N<T. (10)

Unlike the case of RLC codes in Theorem 1 whéfe= B and the case of MS codes in
Theorem 2 whereV = 1, the family of MIDAS codes can achieve any valuedfe [1, B] in
Theorem 3. Eq. (10) governs the trade-off between the lauret-and isolated-error correction
capabilities of MIDAS codes for a given rate and delay. As thkie of N increases the value
of B must decrease and vice versa. Finally it is also establifl®dhat the trade-off in (10) is
within one unit of the optimal delay.

2) Embedded-Random Linear Codda:this approach we replace the repetition code in MS
with a RLC code. As with the MS codes, we split the source paské = (ul[i],v[i]) of
size K,, and K, symbols respectively. We apply a RLC code to thg] packets as before
to generate parity-checks,[i] consisting of K;,, symbols. We however substitute the rape-
repetition code applied to tha[:] packets with a raté/2 RLC code to generate parity-check
packetsp,[i] consisting of K,, symbols. The channel packet transmitted at tiimise expressed
asx[i] = (uld], v[i], py[i] + pu[i — A]), where A € [0,7] denotes the shift applied the,|]
stream. By judiciously selecting the value Af we can trade-off the burst error correction and

the isolated error correction capability of this code [15].

Theorem 4 (Error correction properties of ERLC at a given maximum gel&€onsider an ERLC
code of rateR, delayT and shiftA that satisfiesA > R(T'+1). For R > 1/2, the ERLC code

can recover from a burst erasure channel with maximum bensgth B, or an isolated erasure
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channel with a maximum a¥ erasures provided that:

1-R
B<——"A 11

<754 (11)
Ng%(T—A)Jrl. (12)

Remark 3. In the ERLC construction the choice of the shifis a design parameter. By varying

the value ofA, we can attain a trade-off between the burst-error and itedaerror correction

capabilities of the code [15].

From Theorems 4 and 3, at rafé = 1/2, ERLC codes achieve larger values Bfand N
than MIDAS at a giveri’. ERLC codes are also shown to outperform MIDAS codes on rpatte
consisting of a burst followed by isolated losses (cf. [L¥{e will see that these advantages of
the ERLC codes also lead to improved performance in sinaulatover the statistical channel
models. But before presenting the simulation results weigeoa survey of the existing literature

on Streaming Codes.

IV. LITERATURE SURVEY

Having discussed some of the basic streaming code coriettadn the previous sections,
we provide a survey of existing literature in this area. Ia tiroader literature there has been
a long-standing interest in packet-level convolutionalle® for burst-error correction; see [21],
[26]-[30] and the references therein. However, these eafars do not impose the decoding delay
constraint and focus only on error recovery. The streamitgpsin Fig. 2 was introduced, to our
knowledge, by Martinian and Sundberg [24]. The class of Muatly Short codes (MS) codes for
the burst erasure channel that we discussed in Section Wkre also presented in [24]. These
were further developed in [20], [25], where explicit codenstuctions were provided for all
feasible burst lengths and decoding delays. The congtruatithese works were based on a two
stage approach. A low delay block code was first constructedtiaen interleaved to construct
a convolutional code. Later, reference [13] provided aaraltive approach that did not require
the block code construction, but directly constructed thevolutional code using a RLC code
and a repetition code as constituent codes. This approastouttined in Section IlI-A.

While MS codes achieve the optimal burst erasure correcspability they are sensitive to

other loss patterns. In [13]-[15], a sliding window chanmeldel with burst and isolated erasures
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is introduced and the MIDAS and ERLC codes are introducesethieorks. A fundamental trade-
off between the burst erasure and isolated erasure camgatoperties of any code is established.
This framework is used to establish certain optimality mmies of the proposed codes. Our
discussion of MIDAS and ERLC codes in Section IlI-B is basedttvese references.

Throughout this tutorial paper we restrict our attentionttie case when one source packet
arrives in each time-slot and one channel packet must bsrrigtied in each slot. References [13],
[31]-[33] consider the case where the source arrival anchrodlatransmission rates are mis-
matched. In particularM > 1 channel packets must be transmitted by the encoder between
two successive source packets. References [13], [31] dengie decoding delay in terms of the
source packets and characterize the capacity for the cdmesiferasure channels. The associated
code constructions are also based on layering scheme k& 8 constructions. The optimality
of these codes is established for the burst erasure charouginReferences [32], [33] study a
similar setup when the decoding delay is with respect to owbbpackets. For the burst erasure
model, diagonally interleaved block codes are shown to bienapwhen gaps between successive
bursts are sufficiently small. For the i.i.d. erasure mod&maily of time-invariant intra-session
codes are proposed with a performance that is close to arr bopead.

References [34], [35] consider a model where the transnaittd receiver are connected through
multiple parallel links. Each link is assumed to be a burasare channel that introduces a burst
of maximum lengthB. The capacity is characterized in some special cases antddoding
across the sub-channels is required to attain the capd&titierence [36] considers the setup
when the channel between the source and destination is leddeding a linear transfer matrix
and is subjected to rank losses. Convolutional coding asatif rank error correcting codes
are proposed that maximize a new distance metric known asm#éxémum column sum rank. In
reference [37], the problem of having multiple erasure tsunsthin each coding block is studied.
It is shown that the recovery delay depends not only on thebmurof bursts within a coding
block, but also on whether the source symbols are encodeshibaor non-causally.

In other related works, references [38]—-[41] study a ma#iteextension of [24], [25] involving
two users and a common source stream. The stronger resstvamnel introduces shorter bursts
and in turn, the decoding delay is required to be smaller.\Wéaker receiver's channel introduces

longer bursts and the decoding delay can be longer. Suclsazaealso be used in applications
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where the decoding delay can vary based on channel corglitibime construction of these
codes involves embedding the parity-checks of two singk-BS codes in a careful manner to
simultaneously satisfy the constraints of both receivers

In the broader literature, unequal error protection for timédia streaming has been widely
studied — see e.g., [42]-[44] and references therein. I & authors proposed a new scheme
in streaming models with feedback, which combines the benefiinetwork coding and ARQ by
acknowledging degrees of freedom instead of original pache [46]—[48], real-time streaming
over blockage channels with delayed feedback is studied.ultiHmurst transmission protocol
is proposed which achieves a non-trivial trade-off betwdendelay and throughput within this

framework.

V. SIMULATION RESULTS

In this section, we will study the performance of differerE® codes over Gilbert-Elliott
channels as well as real packet traces. In our simulationdixvthe rate of the code to be
R = 1/2. In practice error correction may be invoked only on a sub§gtackets. For example a
large fraction of packets in an audio stream correspondiéac periods. These packets clearly
do not need error control. Secondly error control may be @dgptively invoked when the
channel conditions require it [11]. Such approaches castaabally reduce the overhead from
FEC packets. The maximum recovery delay used in this seistibn= 5 and7’ = 12 as suggested
in Section 11-J. Furthermore the packet loss rates we censice in the interval0—3 to 1076.
The former loss rate will result in a playback disruption view seconds; the latter loss rate

will result into a playback disruption only once every hatfun or so.

A. Gilbert-Elliott Channel

A Gilbert-Elliott channel is a two-state Markov model. Irettgood state” each channel packet
is lost with probabilitye, whereas in the “bad state” each channel packet is lost wibability
1. We note that the average loss rate of the Gilbert-Elliottiratel is given by

I} «

Pr(a7576):ﬂ+ae+a+/@a

(13)

where« and 5 denote the transition probabilities from the good statehtoliad state and vice

versa. As long as the channel stays in the bad state the dhssireves as a burst erasure channel.
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Fig. 11: Numerical comparison over Gilbert-Elliott chahatr = 5x10~*. We varyj € [1/3,1)
to achieve mean burst lengths bf3 on the y-axis and € [0,3 x 1072] to achieve i.i.d. loss
percentages ol00e % on the x-axis. At each point, we indicate the code that aesiehe
minimum residual packet loss rate.

The length of each burst is a Geometric random variable ofnmg&. When the channel is in
the good state it behaves as an i.i.d. erasure channel widramure probability ot. The gap
between two successive bursts is also a geometric randdableawith a mean ofl /«. Finally
note thate = 0 results in a Gilbert Channel [49], which results in burstskss only.

In Fig. 11, we fixa = 5 x 10~* and vary both3 and ¢ of the Gilbert-Elliott channel to
achieve different mean burst lengths (on the y-axis) and. iloss rates (on the x-axis). Each
point corresponds to a single realization16f packets. We use rate = 1/2 Shifted-Repetition,
Shifted-RLC and RLC codes from Section II-1 and set the maximdelay to7 = 5 packets.

The code with the minimum residual loss rate at a given meast fength1/8 and i.i.d. loss
percentagel00¢ is marked in Fig. 11. It turns out that there are three mainoregand each
code dominates in one. As expected, MS codes outperfornt othides when the mean burst
lengths are high compared to i.i.d. loss rates betweendursthe other extreme, RLC codes
are the best. Interestingly, ERLC codes which can recovestdislightly longer than that of
RLC codes and more i.i.d. losses compared to MS codes danimat region between the two

extremes. This shows an application can gainfully switctwben the three codes depending on
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|  Fig.11 |  Fig. 12

a 5x 1071 5x 107%
B [1/3,1) 0.4
€ (0,3 x 1072] (0,3 x 1072]
Channel Length N/A 5 x 107
Rate R 1/2 1/2
Delay T’ 5 12

N B N B
RS — — 6 6
RLC 3 3 6 6
MS 1 5) 1 12
MIDAS — — 2 10
ERLC 2 4 2 11

TABLE II: Channel & Code Parameters used in Simulations. Vakies of B and NV indicate
the maximum burst length and the number of isolated lossesctn be corrected by each code.

the expected channel characteristics.

Fig. 12 illustrates the results of another experiment ovébe®-Elliott channels with pa-
rameters given in the second column of Table Il. We ran sitimra over31 realizations of
a Gilbert-Elliott channel each of lengttd® packets. We sett = 5 x 107* and 3 = 0.4 in
all realizations and vary € [0,3] x 10~2 across realizations. In Fig. 12, the channel loss rate,
Pr(a, B,€), is plotted on the x-axis, whereas the residual loss prdibabf different streaming
codes is plotted on the y-axis. We assume that the rate obdk<isR = 1/2 and the delay
is T = 12. The achievable values df and B over the isolated-erasure channel and the burst
erasure channels are shown in Table II.

The curves indicated by the black line and marked with ¢orrespond to the RLC codes.
These codes achieve the largest valueNofamong all codes in Table Il. This explains the
relatively constant performance ass increased. The bottleneck for these codes are long erasur
bursts. In particular, note that in Table Il these codeseehia much smaller value @@ and
hence incur significant packet losses due to long bursts.cihges indicated by light-blue lines
and marked with 4’ correspond to RS block codes. These codes achieve the szl of N
and B and hence exhibit a similar pattern to RLC codes. Howevedismissed before they are
not adaptive and are weaker to non-ideal erasure patterns.

The plots marked with circles, and coloured red, corresponiflS codes. These codes are

optimal for the burst erasure channel and achieve the targdge of B among all codes in
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Fig. 12: Simulation over Gilbert-Elliott Channel Model Wit 5,¢) = (5 x 1074, 0.4, [0, 0.03]).
The rate for all codes i® = 1/2 and the delay i¥" = 12 packets.

Table 1. However, they achieve onli)y = 1 and hence the performance is very sensitive to
isolated erasures in the good state. In particulare &screases, the performance deteriorates
quickly.

The plots marked with squares, and coloured dark blue/pucpkrespond to the MIDAS codes.
These codes can balance between the valug3 ahd N and are able to correct both isolated
erasures in the good state and longer burst losses in thetéted BIIDAS code combines the
advantages of MS and RLC codes.

The plots marked with diamonds and coloured green are theCE€tdes. Similar to MIDAS
codes, ERLC codes can balance between the valueB ahd N. The improvement in loss
rate achieved by ERLC codes is due to their capability toigdgrtrecover from some non-ideal
patterns consisting of burst and isolated erasures in the si@coding window (cf. [14]). Overall,
Fig. 12 demonstrates the improvements that different istirega codes can realize over traditional
RS and RLC codes.

Fig. 13 studies the effect of increasing delay on differerdes. We consider a simulation over
the Gilbert-Elliott channel withh =5 x 1074, 8 = 0.4 ande = 4 x 10~3. We plot the residual

loss-rate of different codes vs. the allowed delain the ranges to 25 packets. At each deldly
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Fig. 13: Simulation Experiments for Gilbert-Elliott ChainModel with (o, 8,¢) = (5 X
1074,0.4,4 x 1073),

and rateR = 1/2, RLC and MS codes can achieve only a single paif®fN) values, whereas
ERLC and MIDAS codes can achieve a set of pairs. The selecid p shown in Table Il —
correspond to the minimum residual loss rate among all pélesnote that as the allowed delay
increases, the isolated erasures and/or burst erasurcton capabilities can be enhanced as
shown in Table Ill. However, onlyB of the MS code can be increased and Aat Starting at

T = 11, which corresponds t@3 = 11 for the MS code, its residual loss rate is dominated by
the isolated erasure patterns and hence its residual ltesssaturates. On the other hand, as the
allowed delay increases, selecting the right valuesvoand B (cf. Table IIl) for ERLC and
MIDAS codes helps improving their performance over RLC an8 bbdes which can achieve

only a single(B, N) pair for a givenT'.

B. Real Packet Traces

In this section, we validate our results over real packetesa\We simulate the RLC, Shifted-
Repetition and Shifted-RLC codes from Sections II-E, Il4kddl-D over the dataset in [50].
This dataset consists of ovés0 million packets collected over a wireless sensor networkewh

varying multiple parameters, e.g., packet inter-arriirakt payload size, distance between nodes.
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Code 5 7 9 11 13 15 17 19 21
RLC Code ff g j 2 g ; Z 3 18 ﬁ
MS Code ]1\3[ i) I ‘13 111 113 115 117 211 213
MIDAS Code ﬁ 2 g ; g 121 123 143 154 165
ERLC Code ff ‘21 g g 120 122 133 144 164 175

TABLE III: Achievable B and N for different R = 1/2 codes, as a function d&f, in Fig. 13

We consider packets with inter-arrival time equa2foms since it models most VoIP applications.
There are a total 0f8.75 million packets with loss rat&.3%. We use the same codes shown
in Fig. 12, whose parameters are indicated in the first colomfable I, and set the delay to
T = 5 packets orl00 ms. We divide the traces into non-overlapping windows ofjteri 5000
packets each, i.e5 minutes of audio. The window length @6000 packets is chosen to be the
approximate coherence time of the channel. Out oflti# windows, 133 are loss-free and39
contain long burstsX 50 packets). We focus on the remainifig8 windows with moderate mean
burst lengths, because we believe the long bursts are duetages and/or link failures and no
FEC can recover from such patterns.

Fig. 14 indicates the code with minimum residual packet tags for each of th@78 considered
windows. We plot the average non-bursty packet loss ratach &indow (sum of isolated losses
divided by the length of the window) on the x-axis versus terage burst length in each window
(considering any two or more consecutive erasures as a) lmrghe y-axis. Interestingly, each

of the three simulated codes dominate in a different region.

(a) Windows with short mean burst length (less tR&5), i.e., close to the x-axis in Fig. 14. In
these windows, the isolated losses are the dominant erpatiegns. RLC codes are designed
for such channels and achieves the minimum loss rate ambsgrallated codes.

(b) Windows with small number of isolated packet loss buatieély long mean burst lengths,
i.e., top left corner in Fig. 14. Most of the erasures in th@selows are due to bursts. Hence
the Shifted-Repetition (MS) code, which has the longesstberasure correction capability

B =5, achieves the minimum loss rate in the majority of such wwslo
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Fig. 14: Simulation results over real packet traces. Eadhtpo the figure corresponds to a
window of length15000 packets with non-bursty packet loss rate on the x-axis anahnbeirst
length on the y-axis. The code that achieves the minimundwesiloss rate at each window is
indicated with its corresponding mark. These correspontthédfirst three rows in Table IV.

(c) Windows that introduce relatively balanced mixture siflated losses as well as long bursts.
The Shifted-RLC (ERLC) code, which can recover from a longeist B = 4 compared to
that of RLC and more isolated lossds= 2 compared to the Shifted-Repetition (MS) code,
achieves the minimum loss rate in most of these windows aarsi Fig. 14.

Table IV includes further results of our experiments witledt traces. Each row corresponds
to a subset of windows where a code of group of codes achibeaeminimum residual loss rate.
For each subset, we indicate the following:

« Number of windows in the subset;

« The average packet loss rate in these windows;

« The average non-bursty packet loss rate correspondingliatésl losses;

« The average burst length (considering oity> 2);

o The average of the maximum burst length across windows o$élie

« The average residual loss rates for all three codes, RL@ge8HRepetition and Shifted-RLC,

in each subset.

The first three rows in Table IV correspond to the points in. Rid.
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Code with Number of Non-Bursty Mean Maximum Residaul PLR(%)

min. PLR Windows | PHR(0) PLR(%) | Burst Length| Burst Length| RLC | MS | ERLC
RLC 346 2.43 2.04 2.03 3.14 0.08]0.51] 0.10
MS 441 3.72 0.68 3.23 8.15 217 1.43] 1.71
ERLC 603 5.89 4.49 2.82 5.79 091 1.64] 0.73
RLC & MS 146 0.09 0.06 1.65 1.82 0.00 | 0.00| 0.00
MS & ERLC 184 0.12 0.05 2.09 2.27 0.02] 0.00| 0.00
RLC & ERLC 224 0.98 0.88 1.79 2.16 0.02 [ 0.20| 0.02
All Codes 142 0.09 0.05 1.62 1.71 0.00 | 0.00| 0.00
Total 978 5.92 3.58 3.10 7.41 1.56 [ 1.79] 1.25

TABLE IV: Analysis of the simulations over real packet trac&ach row corresponds to a subset
of windows where a code achieves the minimum residual lass Tée average of the following
values across such a subset of windows are also indicatekeplss rate (PLR), isolated-only
packet loss rate, mean burst length, maximum burst lengthtlze residual PLR of each code
for such windows.

The values of non-bursty packet loss rate, mean burst lesgthmaximum burst length for
different subsets in Table IV confirm the results in Fig. 1&RLE code achieves the minimum
loss rate in more thaf0% of the windows considered. It also achieves the minimum ayer
residual loss rate among &lf8 windows. However, no single code achieves the best perfucena
for all windows and selecting the right code significantlgduees the residual loss rate in most
of the cases. This suggests designing a system that adgpelects the right code depending
on the loss characteristics. According to the consideracetrone can simplify the system by
alternating between only two codes. The first is ERLC, whiglthe best in603 out of 978
windows (> 60%). It also achieves a loss rate that is close to that of the toekt outside these
windows. The second is the MS code, which uniquely achievesitinimum residual loss rate
in 253 windows. Most of them lie in the top left corner of Fig. 14 widong bursts are the
dominant loss pattern.

Another adaptive approach can use the fact that the ERLCisaglgeneralization of both MS
and RLC codes (cf. Remark 3). Depending on the loss statjstiean burst length and average
loss rate, one can select the right value of the shifior the chosen ERLC code. This includes
A =0, A =4andA = 5 which are the RLC, ERLC and MS codes shown in Fig. 14 and
Table IV. This will further simplify the system design sinaesingle code will be implemented.

The main conclusion from simulation results over both stigél channels and real packet
traces is that no single code achieves the best performaned cases. However, depending

on the loss characteristics, we can estimate which coddsyible best performance. Hence, we
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believe that by tracking the end-to-end delay conditionsel as the loss characteristics during
a session, the system can adaptively select the right FEE awod its parameters, e.g., code rate,
recovery delay, burst and isolated correction capalslitidote that the system can in some cases
infer the type of bottleneck (e.g., cable modems with drdlpguaeuing protocol frequently lead
to burst losses) which can help make more informed choicesatakhat type of losses to expect
in the future and what type of FEC code would be best. Ide&ly REC code and rate would
be adapted dynamically throughout a communication sessionlar to how the transmitted bit

rate is dynamically varied during a session in many vidediegiions today.

VI. CONCLUSIONS

Interactive streaming applications require communicasigstems that achieve low-latency and
high reliability in the delivery of source packets. Forwandor Correction codes provide a natural
solution to these applications. However, traditional FE€ reot designed to satisfy the low-delay
and real-time requirements of these applications. As dtrasany off-the-shelf codes can result
in sub-optimal error correction [11].

An exciting opportunity exists to develop new classesstkamingcodes for interactive
streaming application. This tutorial provides a survey led turrent state of art constructions
of such codes, uses simple illustrative examples to prowisights into these constructions and
summarizes the layered design underlying these codes.

We first explain why traditional FEC such as Reed-Solomon eSpdRateless Codes and
Random Linear Convolutional (RLC) Codes are not ideal inatting applications. These codes
do not explicitly consider the different deadlines of diffat source packets. The resulting code
forces the decoder to recover the erased packets simultsliyewithout taking into account the
different decoding deadlines.

We then discuss the class of MS codes that achieve optinal @rrection over burst erasure
channels by recovering the erased source packets in a sedudashion. Thus the decoder is
capable of recovering older packets with earlier deadlbefere the newer packets. These codes
correct burst lengths that can be twice as long as traditioodes, or equivalently reduce the
recovery delay by up to a factor of two for a given burst lendfle then discuss two additional

codes — the MIDAS Codes and the ERLC codes — that sacrifice # amaunt of burst-error



37

correction capability to achieve significant improvementsobustness over the isolated-erasure
channel model. We provide both specific examples and ouglereeral constructions for these
codes. We compare their performance over a variety of pdoketsequences and also demonstrate
that they achieve significant gains in simulations overisttaal channel models as well as real
packet traces.

Many promising future directions are possible. One dicettis to design systems that can
opportunistically select among different FEC codes depgnan the application constraints
and the current channel statistics, such as end-to-eng delad loss characteristics. Moreover,
designing FEC whose recovery delay adapts to the state ofhlbhanel can be beneficial in
applications using adaptive play-back techniques. Alsmtent-aware FEC that adapts to the
importance of the source stream can provide improved parakpuality. Another valuable
direction is designing low-delay FEC in case of multipleeatns with different delay constraints.

We believe this is a highly promising area for improvemeniriteractive voice and video
communications, augmented and virtual reality applicetj@nd various I0T use cases, and hope

that we have conveyed to the reader our excitement abou ties opportunities.
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