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Abstract—This paper addresses the optimal channel quanti- [3] show that one needs the channel magnitude information
zation codebook design for limited feedback multiple-antana jn addition to the quantized channel direction information
multiuser channels. The base station is equipped withM 4 qer 1o realize the multiuser diversity gain of the sum iate

antennas and servesM single-antenna users, which share a . . .
total feedback rate B. We assume real space channels for & large network of users. The magnitude information, howeve

convenience; the extension of the analysis to complex spae IS assumed to be perfect in [3]. The joint scheduling and
straightforward. The codebook optimization problem is cas in  beamforming problem with a total feedback rate constraint

form of minimizing the average downlink transmission power across users is studied by [4]. Finally, the authors of [6¢gt

subject to the users’ outage probability constraints. Thispaper T A L
adopts a product codebook structure for channel quantizatn the throughput optimization problem considering bothnirey
and CSI feedback overheads.

comprising a uniform (in dB) channel magnitude quantization L - ; .
codebook and a spatially uniform channel direction quantiation A majority of the literature in the area of multiuser feedbac

codebook. We first formulate a robust power control problem design considers the sum rate as the performance metric and,
that minimizes the sum power subject to the worst-case SINR for tractability reasons, does not allow power adaptatioero
constrati)nts (()jver ltht_e chtanr:ﬁ_l quanttilzation re?ri]ons. B%{ usig ?h“ time and across the users. In practical systems, however,
upper obouna solution to IS probliem, we en optimize e . . .
quantization codebooks given the target outage probabilies and temporal and ;patlal power adaptgtmn are essen.nallas t_he
the target SINR's. In the asymptotic regime of B — oo, the USErs request instantaneous downlink data rates withfapeci
optimal number of channel direction quantization bits is sown QO0S constraints. Therefore, the base station needs not only
to be M —1 times the number of channel magnitude quantization the channel direction information for spatial identificatiof

bits. It is further shown that the users with higher requested QoS 1 users, but also the channel magnitude information for

(lower target outage probabilities) and higher requested dwnlink .
rates (higher target SINR's) should receive larger shares fo POWEr control and/or rate control. It is therefore necessar

the feedback rate. The paper also shows that, for the target Study the joint direction and magnitude quantization caaéb
parameters to be feasible, the total feedback bandwidth shidd —design and optimization.

scale logarithmically with 5, the geometric mean of the target ~ To address this problem, we formulate the system design
SINR values, and1/q, the geometric mean of the inverse target problem as minimization of the average sum power subject

outage probabilities. Moreover, the minimum required feedack s . .
rate increases if the users’ target parameters deviate fronthe to the outage probability constraints at the users’ sidehSu

average parametersy and g. Finally, we show that, asB increases, formule_ltion i$ appropriate for fixed-rate delay-sensitiype
the multiuser system performance approaches the performaze Of traffic. This paper adopts a product codebook structure

of the perfect channel state information system ad /g - 977, comprising a spatially uniform direction quantization eed
book and a uniform (in dB) channel magnitude quantization
. INTRODUCTION codebook; the asymptotic optimality of such uniform (in dB)
The availability of channel state information (CSI) at thenagnitude codebooks is shown in [6]. The product structure
transmitter is critical for the operation of the multiuspatial has several practical advantages [7] and it is shown to be a
multiplexing systems. The base station needs this infdomat sufficient structure for effective interference managetian
to distinguish the users spatially and perform power cdntréhe multiuser systems [8].
In practice, this information is provided either by traigin Assuming zero-forcing beamforming vectors, this paper
the base station on the reverse links in TDD systems or btarts by formulating the robust power control problem sabj
quantizing the user channels and sending back the quantitedhe worst-case SINR constraints over the sector-type-qua
information in FDD systems. The design and optimization dization regions imposed by the product quantization $tmec
the channel quantization codebooks, therefore, is essénti Using an upper bound solution to this problem, we then
the implementation of the FDD systems. study the optimization of the quantization codebooks fa th
The multiple-antenna multiuser system with imperfect CSJiven target SINR’s and outage probabilities. The analigsis
at the transmitter is a well investigated topic in the litara asymptotic in the total feedback rate. We show that
[1]-[5]- In order to preserve the multiplexing gain of the 1) The optimal number of direction quantization bits is
sum rate, the author of [2] shows that the feedback rate M —1 times the number of magnitude quantization bits,
should scale linearly with the SNR (in dB). The authors of where M is the number of base station antennas.



2) The share of théth user from the total feedback band-
width is controlled bylog ~; andlog 1/q;, wherey, and
qr. are the user’s target SINR and outage probability. As
a general rule, a user with a higher QoS (lower target
outage probability) and higher target rate (higher target
SINR) needs a higher channel quantization resolution
and therefore requires a larger share of the total feedback
rate.

3) For the outage probability constraints to be feasible, Fig. 1. Sector-type quantization regigi(R, r, 1, ¢).
the total feedback bandwidth should scale widtlg 5
andlog1/q, wherey and ¢ are the geometric means
of the target SINR’s and target outage probabilities. To see this rigorously, defing, = Z(hy, H_;), where0 <
Moreover, the minimum required feedback rate increaség < 7, andH_ = sparf{h;|l # k}). Assume that the users’
if the users’ target parameters deviate from the averagleannels are i.i.d. with uniformly distributed directioaad
parameters andg, i.e. there is a feedback rate penaltyndependent channel magnitudes (with arbitrary distidns).
for serving users with different target parameters. Thehe average sum power of ZF method is given by
higher the deviation, the higher is the penalty.

4) As the total feedback ratB increases, the performance . 2
of the limited CSI system approaches the performancéDCS' = E{Porsum} = Z%E {1/Ibl*} E {1/sin*(01) -
of the perfect CSI system gs- 2~ 3z, h=t

The proofs of the theorems in this paper are omitted dd& 9k is uniformly distributed in[0, 7], the expectation of
to the space limits. Also, all the computations in the papéy sin®(x) becomes unbounded. To avoid unbounded transmit
are for the real space. Extension of the results to the compRower, the users should therefore tolerate certain degees

space is straightforward. outage. A reasonable approach is to declare outage for user
k, i.e. setP, = 0, when0 < 6, < 07, wheref; < 1 is
Il. PERFECTCSI SYSTEM: OUTAGE IS INEVITABLE the smallest acceptable angle betwégrandH_;,. With this

This section provides a quick review of spatial multiplexinassumption the average sum power is given by
system and shows that outage is inevitable even with perfect
CSI at the base station. The discussions are adopted fram [8]

Consider a multiuser downlink channel willi antennas at
the base station andl/ users each with a single antenna. Let
h, € RM, v, € RM, P, and~, denote respectively, the usewhere
channel, the beamforming vector, the allocated power, hed t Pes dzefE{l/Hthz} ©)
target SINR for thekth user,1 < k& < M. The minimization of
the transmission sum power subject the user SINR congdraifgr i.i.d. users. The corresponding outage probabilities a

M
2
=—Z%cot OE{1/ ]} ~ Z2 37 2% @)
k=1 kK

is formulated as follows: Pourk = 205 /m for 1 <k < M.

M

,EﬂinZPk (1) I11. ROBUST POWER CONTROL WITH SECTORTYPE

At CHANNEL UNCERTAINTY REGIONS
2

s.t. i |hka| >, k=1,2,--- M The optimization of the multiuser spatial multiplexing sys
S P |h;{vl|2 +1 tem with quantized channel information is a two-fold prabie
l#k 1) optimizing the power control and beamforming functions

where the receiver noise power is assumed tb fog all users. for fixed quantization codebooks; 2) optimization of the ua
A suboptimal solution for problem (1) is to use zero-forcingjzation codebooks. In this section we study the first prohle

(ZF) beamforming vectorsr;, to eliminate the interference the codebook optimization will be discussed later.

and find the power value$’ that satisfy the constraints For product quantization codebooks that are considered in

with equality. This solution is asymptotically optimal ihe this paper, the quantization (or channel uncertainty)amegi

high SNR regime. An important matter to consider with thiare the sector-type regions shown in Fig. 1:

solution is that the transmission powers need to be very

high when the users’ channels are closely aligned, as tHéR,r, u,¢) = {h € IRM| Vr <|h| < VR, Z(h,u) < ¢},

ZF beamforming vectors would be almost perpendicular to

the corresponding channels in such cases. Therefore, d@tis whereu is the quantized direction ang is the uncertainty

possible to always satisfy the SINR constraints with a bedndangle.

average power and, as a result, a certain degree of outagPefine the uncertainty region$, = S(Rx, ri, Ug, ¢r) for

should be tolerated by the users. usersl < k < M. We are interested in minimizing the sum



power subject to the worst-case SINR constraints over thesd-or small values of uncertainty anglesg, this is equivalent

regions: to "
sin 0
M br < : 9)
Irllginz Py (4) 1+ /(M — 1)y
F k=1 ) Since we are interested in computing the expected value of
o Py |wTvk| - B the sum power, we use the following approximation for the
st WIQS,C SR |WTVl|2 - Yo, k=12, M sum-power upper bound so that the expectation operation can
14k be conveniently applied:
The beamforming vectors; are assumed to be the zero- Theorem 2:For ¢, <1, 1 <k < M, we have
forcing vectors for the quantized directioris, and the op-
S . Py = er + + o , 10
timization is only over the power control functions. ub Xk: k zk:fkcbk Xk: (ér) (10)

This problem can be transformed to a SDP problem and
therefore efficiently solved [9]. In order to obtain a closedVhere
form answer for the sum power, we resort to a suboptimal Tk 2 27k 3
. =—(1 = — =cotf. (11
solution that leads to an upper bound on the sum power. Thid (14Ck) fe Tk (GetCi)s - G = cotf. (11)

bound is used in the later sections for the optimization of 1o assumption of, < 1 is justified in Section V.B.
the quantization codebooks. A byproduct of this upper bound), the following sections, we use the sufficient condition
solution is a sufficient feasibility condition for the onil (9) and the sum-power upper bound approximation (10) to

problemin (4). o o . optimize the channel quantization codebook.
Defined, = Z(ay, U_g), which is a similar definition as

in Section I, except that the exact channk|ss are replaced IV. QUANTIZATION CODEBOOK OPTIMIZATION: THE
with the quantized directiongy’s. First, we bound the SINR GENERAL FORM

terms as follows: In this section, we present the codebook optimization prob-

Py ]wTvk]2 @ . Py | Wy |? (5) lem in its general form. To clarify the arguments, we start by
wlgsk S P, |WTVl|2 +1 _wlgsk e >, PIWTvi]2 +1 some basic definitions.
%k 1£k By a quantization codebook={S™) S ... SN of
Pyrp infuwes, [WTvi|? size N, we mean a partition oR™ into N disjoint quantiza-
“m S B SUDwes, [WTvi|2+1 tion regionsS(”?, lgngNr qu every quantization codebook
Ik C, we also define auantization functionS(h) : RM — C
() Parysin? (Bo—on) that returns the quantization region that R* belongs to.

SN py T 1 (6) Now for M usersl<k<M, considerM codebooks’; of
(o121 B)ry sin” gp+ sizesN), and the corresponding quantization functichshy,),
wherew = w/[|w| in (5). The equality (a) holds since thewherehy,, is the kth user's channel. Define the orderad-
SINR term is monotonic iffw||, i.e. the minimum occurs on typles
the smaller hypersphere in Fig. 1. The equality (b) is a direc

result of the definitions o8y, Si, and the fact that's are H =[] b}, - nl]ecRM,
the zero-forcing directions foii,’s. M
Now, by setting the last term in (6) to be equal+g, one S(H) = [Si(h1),S2(h2), -+, Sm(har)] € H Cr.-
k=1

achieves a set of linear equationsfy’s and by solving these
equations we have the following upper bound for the sum For a given total number of quantization (feedback) Bits

power: " target SINR values, and target outage probabilitigs, the
D k1 O/ Br @ guantization codebook optimization problem is formulatsd
ub = Zkle o follows:
in? (B b)) L L M
whereay, = (1+ %Tkzqﬁ:) ar.\dlﬁk = 1 sin? P min By Z Pk(S(H))] (12)
The method used above for deriving the upper bound (7)1§(’j§(}’;’)) k=1

similarly used by [8] for spherical channel uncertaintyiogeg v, (S(H))

instead of sector-type regions. M

By guaranteeinij,iw:1 ar<1in (7), one can prove the fol- s.t. H N, < 2B,
lowing sufficient feasibility condition for the original pblem k=1
in (4).

Theorem 1:To ensure the feasibility of the problem in (4), P(S(H)) \h{vk(&’(H))\2
it i fficient to h prob 3 <Yk| <k,
it is sufficient to have S R(S(H)) [hlvi(S(H))|*+1
tan ¢y, - 1 ®) I#k
sinfy 14 /(M — 1)y k=1,2,---, M




where the optimization is over the quantization codebabks channel magnitude variabl®j, o ||hk'||2, where y,i") are

codebook sizesgVy, the power control function®,(S(H)) : the magnitude quantization levels aid, is the magnitude
]'[M:1 Cr — R, and the beamforming functiong,(S(H)) : codebook size.
[Ti—; Cx — $har, wheretly, is the unit hypersphere iR, Given a magnitude outage probabilifywe fix the interval
An exact solution to this problem is intractable. Our apEO,y,il)) as the magnitude outage region. The first quantization
proach in solving this problem is a suboptimal one where wevel is therefore fixed as
fix the outage regionsof the users (with volumesg;) and 1 _ Fol ) (14)
design the system such that outage is prevented in all other Yk ko 2k
regions. Define the outage region C [, Ci for userk such whereF,;l(-) is the inverse cdf o, def |h 2. The follow-
that propS(H) € Q] = ¢, and letl; be theno-outage flag ing definitions are used in describing the product codebook
for userk: I, = Z(S(H) € Qf), whereZ(-) is 1 if its logical  structure.
argument is true and otherwise. DefineC;, as the set of all quantization intervals except the
Let us fix the codebook siz€$;, for now. In order to prevent outage interval:
outage when/;, = 1, we need to design the codebooks, the

power control function, and the beamforming functions such Cr = {Jzil)a J;ig)a e 7J1§Nk)} ’ (15)
that the target SINR’s are guaranteed for the worst case: .
o where J\") = \/y,i"),\/y,(c"“)) and ™t €' 5. Note
min  Eg Zpk(S(H))] (13) that the definition l(Jsses the square root of the levels as the
Pk(g?h)), —1 quantization levelg," are defined for quantizinghy ||%. )
vi(S(H)) Finally, for Y;, > y,il), define thequantized magnitud&’,
. Py(S(H)) ‘WTV]C(S(H))‘Q as the quantization level iiY; that is in the immediate left
S.t. inf pe ) > vdk, of Y. The quantized variabl&}, is exactly the same as the
wESk(hi) l;B(S(H)) [whvi(S(H))["+1 parameterr;, in the discussion of the robust power control
M2 problem in Section IlI.
forall He R™ andk =1,2,---, M. The ultimate goal of this paper is to optimize the magnitude
Note that this formulation returng, (S(EH))=0 if userk is in @nd direction quantization codebooks such that the average
outage, i.eJ; = 0. sum power is minimized. For this purpose, as it will be

The robust formulation in (13), although still intractapleclarified in Section VI, we use the expectation of the upper
reveals two main sources of outage: bound in Theorem 2 as the average sum-power upper bound.

According to (11), the average terri$e;] andE[f;] include
. . . the termE[1/r;]. We are therefore interested in a magnitude
includes the zero vectow = 0, the constraint will not

be feasible for usek and the user will be in outage. duantization codebook” that minimizesE | 1/Y}, .

. Direction outage Assume that there exists a vectoy ¢ It is shown in [6] that, in the asymptotic regime where
Si(h;) such thatw; = cw; € S;(h;) for some arbitrary Ny — 0, the optimal magmt.ude Ievel.s i form a geome_trlc
constant and distinct users + j. It is easy to verify that Seéquence, i.e. the asymptotically optimal levels are umifp
the SINR constraints?|w?v;|2/P;lwIv;[> > v; and spaced in dB scale. As it is shown in [6], this optimality is
PyjlwTv;[?/P;|wTv;[? > ~; cannot coexist ify;, ; > 1. not affected by the channel magnitude distribution as lahg a

Therefore, the users will also be in outage if their quarfPme regularity conditions are satisfied. Moreover, assgmi
tization regions are in near alignment with each other. Vx > 1, we have the following for such an optimal codebook

« Magnitude outageIf the quantization regionSy(hy)

resort to the product codebook structures as describedein th

To present a tractable solution to the problem in (13), V\X {
E
next section.

1 - (N
T] < pea (14 N W) (16)
Yy

wherep, is defined in (3) and the functiafy (V), as defined

V. CHANNEL MAGNITUDE AND DIRECTION in [6], is a function that depends on the probability disitibn
QUANTIZATION function of Y3, and has the property
This section describes the product codebook structure and lim ¢ (Ng) = 1. 17)
explicitly specifies the outage regions. For a given target Ny —ro0

outage probabilityg, the magnitude and direction outages channel Direction Quantization
regions are defined in a way that= ¢ + ¢, whereg and g
are respectively referred to as magnitude and directioagmut
probabilities.

For channel direction quantization, we us&-dimensional
Grassmannian codebookk. for users1<k<M:

_ [ @ (V)
A. Channel Magnitude Quantization Uk = {u’“ e }’

For each uset < k < M, we use a magnitude quantizationwhereu!™ vectors areM-dimensional unit-norm Grassman-

codebooksY; = {y,il),y,(f), e ,y,(cNk)} for quantizing the nian codewords and/;, is the direction quantization codebook



size. The direction quantization regions are formed by maf) and the codebook structures are fixed, the parameiers
ping each channel vectdr; to a vectoray (hy) € Uy, that has should be set for the worst case as follows:
the smallest angle withy,: b < 09
k
iy, (hy,) = arg min Z(hy, u). (18) L+ /(M = T)me:
el This justifies the assumption @fi, < 1 in Theorem 2. Now,
We refer touy (hy) as the quantized direction for the channddy considering the potential rangef in (22) and using (24),
realizationh;,. The corresponding quantization regions, asve have the following sufficient condition o}, in order to
cording to the Gilbert-Varshamov bound argument [10], caguarantee the SINR targets for the no-outage cases:

be covered by the following spherical caps: ) AN M-1
fy > ( (14 /T D )) @)
9k

V1. PRODUCT CODEBOOK OPTIMIZATION AND
where B™ = {w||w| =1, Z(w,u{"”) < arcsindj, |, and ASYMPTOTIC BIT-SHARING RULES
01 is the minimum chordal distance ©f,. This covering (en- By recalling the definitions in Sections IV and V, the product
largement) of the regions increases the required trangmisscodebooks for users<k<M are formed as follows:
power, which is in the direction of our analysis of deriving Ry .
sum-power upper bounds. Cr = (Ck x Ci) U O, (26)

In order to use the results in Section Ill, we defing, whereC, andC, are the magnitude and direction codebooks
which are referred to asncertainty anglesn Section Ill, as in (15) and (19) and);, = {h||h|? < y(l)} Moreover, the

follows: no-outage flag for usek is
Ok 9ef arcsin 0. (20)
=T (6> 03 A ) > y"). (27)

(24)

ék = {Bél)’Bl(CQ)’ . 7Bl(€Nk)} (19)

We will need the following bound in optimizing the product ) i , i
codebook structure in Section VI. where Z(-) is the Ic_)gic_ true function. Finally, the outage
Lemma 1:For a M-dimensional real Grassmannian code':-JrObablllty of userk is given by
book of sizeN and minimum chordal distanee we have the . i (1) 2 5
following for large enoughV: G = e+ G~ Py ) + =0k (28)
T Now, for every realization of the random channéks =
0 < 4Ay N, (21) [hi,hy,--- ,hy], we can bound the instantaneous solution
UM 1) /20 FT of (13) W|th the upper bound solution (10) by replacing the
where \y; = (%) andI'(-) is the gamma variablesy;, rx, ¢, with the random variables;, I, Y, and

function. cot 0, where the random variablés. andd,, are defined in
Proof: Proof is based on the Hamming bound as in [10Fections V.A and V.B.
[ ] If we ignore the last term in (10) and take the expectation
By combining (20) and Lemma 1, we have the following foof P,;, with respect tol, Yi, 0%, and use (16) and (22), we
small ¢, and large enouglvy: achieve the following upper bound:
O 1 2 M . \ ANng oo —L
b < 4)\MNk . (22) E[Pub]< p;SI ';lz <1+Nk_<k(Nk)+ eiw Nk M1> (29)
_ k
To address thelirection outagewe assume that the beam- kﬁ_{l

fqrmir_ig ve~ctor~s are the zero-forcing v_ec_tors_ for_the quzedti %2/)051 ”Y_l; (1+N n )\MN =T )7 (30)
directionsu,=u(hy). We say that usek is in direction outage ™ — Gk 0y

if 0 <6 <865, whered,, = Z(uay, U_ ) as defined in Section

lll, and 63 < 1 is the minimum acceptable angle betwagn Where we have assumed,, N >> 1and used (17) in deriving
andU_. This implicitly defines the direction outage regions( 0).

Moreover, by assuming tha, is approximately uniforhin ~_Assume a total feedback rate constraift such that

[0,7/2], thedirection outage probabilitys given by [T5=y NeNi < 2P. We want to minimize the average sum-
power upper bound in (30) with respect to this rate con-

(23 straint, the target outage constraints (28), and the serffici
(no-outage) constraints (25), in the asymptotic regime of

For all other no-outage cases, i3, > 62, all the SINR B, Bi, By > 1, WhefeBkd—eflOg N andBkd—eflog Np.
constraints should be feasible. By using the sufficientifeas In order to satisfy the outage target constraints, we fix
bility condition in (9) and noting that user is not aware of y,(c) and 0;, such thatF,(y, (y — 207 = L, i.e. we make

the simplifying assumption that the magnitude and directio

LThis holds if the codebook®, undergo sufficient random rotations.  outage are equally likely. It can be shown that any othemline

L2,
qr ~ —Gk
™



division of ¢, betweeng;, andg, only affects the optimalék

Finally, by substituting the optimal values &, and B;, in

and By, by a fixed bounded number of bits, i.e. the variable (30), we have the following result which shows the scaling of

in equations (31) and (32).

By minimizing (30) subject toy", Bj,+B) = B we have
the following result:

Theorem 3:Define

. M-1 1

Bave:mB Y 10g5_ -n (31)
.. M—-1 M—-1 1

Bave:WB + NV 10%5 +1, (32)

wheren = 2=L]og bﬁ? 7 and g= %/T], ¢- The optimal

values of By, and By, are given by

Bk:Bave+ log % + log i

qk

(33)
Bi=Bae+ (M- 1>log—+2<M 1>logi

wherey= Y/ [, 7.

Corollary 1: For each usek, the optimal number of mag-
nitude and direction quantization bits are related as ¥dto

(34)

. . 1
By, = (M—1)Byj, + (M —1)log o + Mn. (35)
k

In the asymptotic regime aB — oo, the number of direction
guantization bitsB), is thereforeM — 1 times the number of

the average sum power with:
Theorem 5:For a system withM antennas at the base
station and a total feedback rats we have

E[P,) < Pes) (1 +E. 2—%) : (38)
q

where Pcg is defined in (2)g= %/T], ¢, and

73/2(M — DT ((M +1)/2)
( 16T (M/2)
CONCLUSIONS

16M /M

m(M—1)

VII. )

This paper studies the channel quantization codebook op-
timization for multiuser spatial multiplexing system wifid
antennas at the base station and a total feedbackBaté
is shown that in the asymptotic regime & — oo, the
optimal number of direction quantization bits 1 — 1 times
the number of magnitude quantization bits. As a general rule
a user with a higher QoS (lower target outage probability)
and higher target rate (higher target SINR) needs a higher
channel quantization resolution. The paper also showslileat
total required feedback rate increases logarithmicalt whe
geometric mean of the target SINR/sand the geometric mean
of the inverse outage probabilitidg'g. The more the users’
target parameters deviate from the mean parametensd g,

magnitude quantization bits;,. Moreover, the total number the more is the required feedback. The paper also derives the

of quantization bits for usek is given by

1
By = By + DBy, = —B+M10g—+

q
i (2M— 1)1ogq—k, (36)

which shows that théth user’s share of the total feedback

rate is controlled byog v, andlog l/qk
By forcing the optimal values ofV, = 254 to satisfy

the sufficient (no-outage) constraint in (25), we achieve th

following minimum required total feedback rafe:

Theorem 4:Assume~y, > 1. For the target SINR'sy;, to
be feasible with outage probabilitieg, the following total
feedback rateB is sufficient:

1 1
B> §MQ logy + (M?*~M)log = + M?*log A +b, (37)
q
where 4 and ¢ are the geometric means ef.’s and g;'s

respectively,
I TRVAT:
e a/vy

3 M?log M+M?n with 7 is defined in Theo-

andb=3M? +
rem 3.

Theorem 4 shows that the system feedback link capacity

should increase logarithmically with andg. Comparing with
the users that have similar target parametgrs= 5 and

qr = ¢, the users with different target parameters imposey)

an additional requirement}/?log A, on the total feedback

rate. The more the target parameters deviate from the averag

parameterg and®, the higher is this requirement.

scaling of the system performance with the feedback rate.
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