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Transmissibility-Based Health Monitoring of the
Future Connected Autonomous Vehicles Networks

Abdelrahman Khalil, Mohammad Al Janaideh , Khaled F. Aljanaideh, and Deepa Kundur

Abstract—Transmissibility is a mathematical model that relates
a subset of a system’s outputs to another subset of outputs of
the same system without knowledge of the external excitation or
the dynamics of the system. This study investigates fault detec-
tion, localization, and mitigation of connected autonomous vehicles
(CAV) platoons using transmissibility operators. A CAV platoon
is a network of connected autonomous vehicles that communicate
together to move in a specific path with the desired velocity. Failure
in a physical component of a vehicle, or failure in the form of
an internal delay, a cyber-attack, or a communication time-delay
affects the safety and security of the CAV platoons. In this paper,
we use measurements from sensors available in CAV platoons
to identify transmissibility operators, which are used for health
monitoring, fault localization, and fault mitigation in the platoon.
We first consider the case of vehicle-to-cloud communication (V2C)
to monitor the platoon’s health. Then, we assume that the platoon
loses communication with the cloud, and we monitor the health of
the platoon based on vehicle-to-vehicle (V2V) communication. We
apply the proposed technique to a model of the platoon obtained us-
ing the bond graph approach, and an experimental setup consisting
of three connected autonomous robots.

Index Terms—Connected autonomous vehicles, fault detection,
fault mitigation, transmissibility.

I. INTRODUCTION

CONNECTED autonomous vehicles (CAV) platoons repre-
sent a new technology where a network of vehicles com-

municates together using wireless communication to achieve the
desired speed and position of the vehicles in the network.

This new technology represents an emerging cyber-physical
system (networking, computation, and physical processes) with
significant potential to enhance traffic safety, ease congestion,
and positively impact the environment through autonomous
platoon control, see for example [1]–[3]. The cyber component
of such a system incorporates the vehicle-to-vehicle (V2V) and
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vehicle-to-cloud (V2C) communication networks [4], while the
physical component includes physical vehicle dynamics and
human-driver responses. Within CAV, communication networks
enable opportunities for greater situational awareness, collabo-
rative decision-making, and improved control [5].

It is evident that as the technology and complexity of con-
nected autonomous vehicles evolve, several grand research
challenges need to be addressed. These include securing the
connected autonomous vehicles from malicious cyberattacks
that can affect the actuators and sensors in the CAV platoon,
see for example [6], [7]. Other sources of failures include cyber-
physical attacks, faults in sensors and actuators, and unknown
nonlinear dynamics in the CAV [8].

Connected autonomous vehicles faults can lead to catas-
trophic losses [9]–[11]. The presence of cyberattacks can lead to
faulty sensor measurements, faulty control signals, or delayed
control signals that appear as cyber-physical attacks on actua-
tors [6]. Moreover, disturbances can occur in the communication
between two vehicles, as in [8]. Furthermore, each system is
subjected to system jamming, that is, time delay in one or more
of the cyber-physical components of the system [7], [12]. Time
delay affects V2V communication and can lead to instability in
the control system [7]. Time delay requires a high management
level in a way that presents no significant effect on platoon
string stability [13]. Therefore, there is a critical need to provide
fault mitigation for different uncertainties that may affect the
dynamics of the CAV. Since the CAV may include different
uncertainties, then it is essential, from a practical point of view,
for the fault mitigation technique to be able to perform under
unknown dynamics of the CAV.

Developments in cyberattacks, however, require a new com-
prehensive methodology to mitigate these attacks [14]. In this
paper, we use transmissibility operators, which are mathematical
models that relate a sensor response to another sensor response
in the same system to detect, localize, and mitigate faults in
the CAV network. Transmissibility operators can detect faults
in sensors or systems without the need to know the excitation
signal or a model of the underlying system [15]–[17]. The input
and output of transmissibility are referred to as pseudo input
and pseudo output. Transmissibilities identified under healthy
conditions can be used along with the pseudo input, to obtain
a prediction of the pseudo output of the transmissibility. This
predicted output can be used instead of the actual output from
the sensor if the sensor has become faulty. Transmissibility-
based fault detection was used for health monitoring of aircraft
sensors [17], acoustic systems [15], and structural health mon-
itoring [18]. This paper is the first to present a comprehensive
transmissibility-based approach for fault detection, localization,
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Fig. 1. Flow chart of the architecture of the paper. Only velocity measurements
are used along with the transmissibility operators to obtain estimations of
the healthy velocities. The discrepancy between the measured and estimated
velocities are considered as faults indicators, and then the estimated velocity is
used to mitigate faults. Fig. 3 presents the proposed approach in more details.

and mitigation in CAV platoons. We consider time-domain
models of transmissibilities, where the differentiation operator

p
Δ
= d

dt is used to account for nonzero initial conditions [19].
Transmissibility operators can be unstable, noncausal, and of
unknown order [15]. Thus, we use noncausal FIR models to iden-
tify transmissibilities [20]. These models can be used to repre-
sent systems that are unstable, noncausal, and of unknown order.

We consider two architectures of the platoon communications,
namely, V2C and V2V communications. In the V2C com-
munication architecture, each vehicle communicates with one
preceding and one succeeding vehicle in addition to the cloud
communication. In this case, transmissibilities and their related
computations are stored in the cloud, while no computations are
performed on the vehicle’s level. In the V2V communication
architecture, each vehicle communicates with two preceding
and two succeeding vehicles while no cloud communication
is considered. In this case, each vehicle is considered to have
the transmissiblity operators between the vehicle itself and
the vehicles that it communicates with stored in the vehicle’s
computer. Moreover, each vehicle is considered to perform its
own computations.

We first consider the bond graph approach to simulate a set of
platoons that operate with different conditions that can be hard to
implement on an experimental setup. The bond graph approach,
which is described in more detail in [21], uses energy and power
propagation to model complex systems that consist of several
electromechanical components. Then, we consider an experi-
mental setup of a platoon consisting of three autonomous robots.

In this paper, we present a class of dynamic faults in CAV
platoons, these faults include physical faults such as motor
disturbances [22] and internal motor delay [23], along with cyber
faults such as burst transmission [24] and denial-of-service [7].
A flow chart of the architecture of the paper is shown in
Fig. 1. As shown in Fig. 1, the platoon dynamics produce

velocity measurements from the vehicles, which are used for
transmissibility identification (Section III). Then the identified
transmissibilities are used for fault detection (Section V-A).
After a fault is detected, the location of the fault is determined
(Section V-B) and the fault is then mitigated (Section V-C).
Section VI applies the proposed fault detection, localization, and
mitigation algorithms to the platoon. Moreover, Sections VII
and VIII apply the proposed fault detection, localization, and
mitigation algorithms to the experimental setup for V2V and
V2C communications, respectively.

A description of the gaps that this paper fills with respect to
the state-of-the-art methods are discussed in Section II-B. The
main contributions of this work are:
� We introduce an algorithm that uses output-only measure-

ments available from CAV platoons sensors for fault detec-
tion, localization, and mitigation without the knowledge of
the dynamics of the CAV platoons or the inputs that excite
them.

� The proposed algorithm is applied to detect faults in
CAV platoons including failures in vehicles’ physical
components, internal delay, excessive noise (disturbance),
cyberattacks, and communication time delay.

� The proposed algorithm is applied to mitigate faults in CAV
platoons including excessive noise (disturbance), cyberat-
tacks, and communication time delay.

� The proposed algorithm is applied to a model of multiple
CAV platoons obtained using the bond graph approach and
an experimental setup of a CAV platoon with 3 mobile
robots.

II. RELATED WORK

A. Literature Review

Several studies have proposed fault detection and mitigation
techniques for a class of faults and cyber-attacks to enhance
the traffic safety of CAV. Observer-based fault detection and
mitigation is the most common method used in the literature
to monitor the health of CAV platoons [25]–[31]. Observer-
based techniques require using a model of the platoon and the
excitation signal acting on the platoon to estimate the vehicle
states. The estimated states are then compared to the measured
states obtained from the vehicles for fault detection. Accurate
state estimation, which is required to obtain the fault detection
residual or to implement observer-based control strategies, can
be affected by several sources that excite the platoon such as
road irregularities and platoon disturbances. A voting technique
based on observer-based methods were used in [31]–[33]. A fault
detection, localization, and mitigation algorithm for attacked
GPS systems in CAV platoons was introduced in [34]. Two
detectors were used to localize the faulty vehicle and then a
local state observer was used on each vehicle to mitigate the
attacked GPS system.

A fault detection algorithm for cyber-attacks that destabilize
CAV platoons was considered in [35]. However, this algorithm
cannot detect faults in the vehicles that can lead to malicious
consequences on the network while maintaining the string sta-
bility. In [36], an adaptive control algorithm was used to secure
a platoon that consists of both human-driven vehicles and au-
tonomous vehicles without using a fault detection algorithm.
An adaptive fault-tolerant control algorithm is used in [37] for
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a class of CAV platoons with actuator faults based on spac-
ing distance policies. This control scheme was developed by
employing radial basis function neural networks and PID-type
sliding mode control. An online identification algorithm was
used to obtain a fault signature matrix in [11]. This algorithm
uses active excitation of the system to obtain a fault detection
residual, which can be explored to identify specific system
faults. Real-time observers designed using sliding mode and
adaptive estimation theory were used to detect denial-of-service
cyber-attacks [38]. Distance and velocity controllers were used
to avoid collisions and to guarantee string stability under com-
munication delay in [39]. In [24], an algorithm that is based on
a distributed function calculation was used to detect faults in the
platoon’s V2V communications between the two preceding and
two succeeding vehicles.

A novel secure adaptive cooperative control approach was
introduced in [31] to track the leading vehicle under the presence
of security vulnerabilities. The leading vehicle information is
assumed to be always available and precise. In fact, it is assumed
in [31] that the first vehicle cannot be faulty. This dependency
on the leading vehicle to secure CAV platoons highlights two
matters. The first matter is in the fact that the first vehicle of
the platoon is subject to different faults like any other vehicle in
the platoon. And the second matter is the limited range of the
V2V communication links, which makes the communication
with more than two following vehicles not feasible. Moreover,
the platoon dynamics are considered to be known.

Several other methods of fault detection and mitigation of
CAV platoons considered using Kalman filtering [40] and parti-
cle filtering [41]. These filters represent a form of analytical
redundancy that estimates vehicle kinematics and compares
it with the measured kinematics. These model-based methods
require knowledge of the vehicles’ kinematic model and the
excitation signal acting on the CAV platoon.

B. Contributions

The study of the recent literature highlighted several gaps that
this paper aims to fill. These gaps include requiring knowledge
of the dynamics of the platoon and the excitation signal, as-
suming that the leader vehicle is always healthy, requiring more
than one detector for fault detection, and designing the fault
detection algorithm to deal with specific types of fault or one
communication topology.

The proposed approach does not require knowledge of the
platoon dynamics or the excitation signal and does not assume
that the leading vehicle in the platoon is always healthy. The
proposed approach can also deal with a wide range of faults.
This includes, but is not limited to, faults in the physical layer of
the platoon (i.e. motor disturbances), faults that destabilize the
platoon dynamics (i.e. motor internal delay), faults within the
cyber layer of the platoon (i.e. burst transmission and denial-of-
service), and any fault that changes the behavior of the platoon
not necessarily leading to destabilizing the platoon dynamics.
The proposed technique is also flexible with different commu-
nication topologies. Two different communication topologies
are considered, and the proposed technique is shown to detect
different classes of faults within the considered communication
topologies. Furthermore, only one detector is used to detect,
localize, and mitigate different classes of faults.

Fig. 2. Illustration of platoon portion with V2V communications.

Moreover, this work introduces developments in the transmis-
sibility theory. Transmissibility operators are applied for systems
with bounded nonlinearities, and the obtained transmissibility
operators then are independent on the system nonlinearities.
This allows us to simulate systems with unknown nonlinearities
using linear models without linearizing the system or use multi-
linear models. Furthermore, the transmissibility-based health
monitoring in this work is formulated to overcome the external
disturbances by considering them as independent excitations on
the system.

III. TRANSMISSIBILITY IDENTIFICATION OF CAV

Transmissibility operators are mathematical objects that char-
acterize the relationship between outputs of an underlying sys-
tem. In this section, we introduce transmissibility operators for
CAV platoons with an algorithm to identify them.

A. CAV Transmissibility Operators

Consider the platoon shown in Fig. 2 that is described by the
following state space model

ẋ(t) = Ax(t) +Bvv
∗
1(t) +Bff(t, x) +Bww(t), (1)

v(t) = Cx(t) + Δ(t), (2)

whereA ∈ Rn×n is Hurwitz,Bv ∈ Rn×(m−2),Bf ∈ Rn×1 Bw ∈
Rn×1, C ∈ Rn×n, n is the model order, n ≥ 2 is the number of
vehicles, m is the number of independent excitations (inputs)
on the system, f(·, ·) and w are bounded unknown unmod-
eled dynamics and bounded unknown excitations, respectively,
v(t) = [v1(t) . . . vn(t)]

T,Δ(t) is the measurements noise, for
i = 1, . . . , n, vi is the velocity of the ith vehicle. Then, define

vi,0(t)
Δ
= Cix(t) ∈ Rp, (3)

vo,0(t)
Δ
= Cox(t) ∈ Rn−p, (4)

to be two independent sets of noise-free velocity outputs, where
p is the number of independent pseudo inputs, Ci ∈ Rp×n, and
Co ∈ R(n−p)×n. Then the transmissibility whose pseudo input
is vi,0 and whose pseudo output is vo,0, satisfies [42]

vo,0(t) = T (p)vi,0(t), (5)

where

T (p)
Δ
= Γo(p)Γ

−1
i (p), (6)

Γi(p)
Δ
= Ciadj(pI −A)B ∈ Rp×p[p], (7)

Γo(p)
Δ
= Coadj(pI −A)B ∈ R(n−p)×p[p], (8)

where B = [Bv Bf Bw ],p
Δ
= d

dt is the differentiation opera-
tor, and adj Γi denotes the adjugate matrix of Γi. The definition
of B considers the signals v∗1 , f, and w as independent exci-
tations. Then the transmissibility operator T is independent of
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the platoon desired velocity v∗1, the unmodeled dynamics f(·, ·),
and the external disturbances w. Since sensor measurements are
obtained in discrete time, we consider discrete-time transmissi-
bility operators in the forward-shift operatorq, that is, we replace
p in (6) by the forward shift operator q [43].

B. Identification of Transmissibilities

Replacing p in (5) with q yields, for all k ≥ 0,

vo,0(k) = T (q)vi,0(k), (9)

where

T (q) = Γo(q)Γ
−1
i (q) (10)

=
1

det Γi(q)
Γo(q)adjΓi(q). (11)

Note that if Γi has a nonminimum phase (unstable) zero, then
T is unstable. Also, if Γo has more zeros than Γi, then T is
noncausal. Moreover, transmissibilities are identified using the
output measurements only with no information about the dy-
namics of the system, and thus, the order of the transmissibility
is unknown. Therefore, to identify transmissibilities, we need to
consider a model structure that can approximate noncausal and
unstable transmissibilities with unknown order. In this paper,
we consider noncausal FIR models, which are truncations of the
Laurent expansion in an analytic annulus that contains the unit
circle [20]. A noncausal FIR model of T is given by

T (q,ΘFIR
r,d ) =

r∑
i=−d

Hiq
−i, (12)

where r, d denote the order of the causal and noncausal parts of
the FIR model ofT , respectively,Hi ∈ R(n−p)×p is the i-th coef-
ficient of the Laurent expansion of T in the annulus that contains

the unit circle, andΘFIR
r,d

Δ
= [H−d, . . . , Hr ] ∈ R(n−p)×p(r+d+1).

Next, let vi and vo denote measurements of vi,0 and vo,0
that are corrupted by sensor noise, process noise, or model
uncertainties. Then, the least squares estimate Θ̂FIR

r,d,� of ΘFIR
r,d

is given by

Θ̂FIR
r,d,� = Ψvo,�Φ

T
r,d,�(Φ

T
r,d,�Φr,d,�)

−1, (13)

where � is the number of samples,

Ψvo,�
Δ
=

[
vo(r) · · · vo(�− d)

]
, (14)

Φr,d,�
Δ
=

[
φr,d(r) · · · φr,d(�− d)

]
, (15)

φr,d(k)
Δ
=

[
vi(k + d)T · · · vi(k − r)T

]T
, (16)

Ψvo,� ∈ R(n−p)×(�−r−d+1),Φr,d,� ∈ R(p(r+d+1))×(�−r−d+1),

and φr,d ∈ Rp(r+d+1)×1. The residual of the identified
transmissibility obtained using least squares with a noncausal
FIR model at time k is defined by

e(k|Θ̂FIR
r,d,�)

Δ
= vo(k)− v̂o(k|Θ̂FIR

r,d,�), (17)

where

v̂o(k|Θ̂FIR
r,d,�)

Δ
= T (q, Θ̂FIR

r,d,�)vi(k)

=

r∑
i=−d

Ĥi,�vi(k − i), (18)

T (q, Θ̂FIR
r,d,�)

Δ
=

r∑
i=−d

Ĥi,�q
−i, (19)

and Θ̂FIR
r,d,�

Δ
= [Ĥ−d,�, . . . , Ĥr,� ] ∈ R(n−p)×p(r+d+1).

The least-squares estimate Θ̂FIR
r,d,� is estimated from CAV

velocities v1, . . . , vn under healthy conditions of the platoon.
Next, the identified transmissibility operatorT (q, Θ̂FIR

r,d,�) is used
along with measurements of v1, . . . , vn to obtain the predicted
velocity v̂o(k|Θ̂FIR

r,d,�). As sensor measurements are prone to
noise, the residuals of the transmissibilities will not be zero
or constant but will be varying over a range that depends on
the sensor noise. If the platoon faults occur, the level of the
residuals will change significantly, which indicates that a fault
has occurred. Based on the change in the residual we distinguish
the system uncertainties from the system fault and conclude
whether the system is healthy or faulty.

IV. CAV HEALTH MONITORING

This section uses the transmissibility operators identified in
the previous section for the purpose of fault detection, local-
ization, and mitigation in CAV platoons. The transmissibility
residual defined in (17) is used in this section to monitor the
platoon health. Platoon faults such as the faults introduced in
Appendix B result in the measured corrupted velocity ṽi. Then
the discrepancy between the measured and estimated velocities
is implemented in this section as a fault detection indicator. After
determining which vehicle is faulty, the faulty velocity is then
replaced with the healthy estimated one in order to mitigate
the faults. To protect against false alarms due to reasons such
as outliers in the measurements, we consider the norm of the
residuals (17) over a sliding window of w steps width. That is,
for all k ≥ d, we compute

E(k|Θ̂FIR
r,d,�, w)

Δ
=

√√√√w+k∑
i=k

‖e(i|Θ̂FIR
r,d,�)‖. (20)

Assume that the system operates in a healthy manner for the
firstM steps, whereM ≥ w + d, and let η be the signal-to-noise
ratio, then the threshold is defined as [44]

μ(Θ̂FIR
r,d,�, w,M)

Δ
=

η

M + 1

M∑
i=d

E(i|Θ̂FIR
r,d,�, w). (21)

To localize the fault we consider identifying multiple trans-
missibilities along the set of platoons. All transmissibilities that
use the faulty velocity as pseudo input/output will result in high
level of the norm of residual. For further explanation on how
to localize the faulty vehicle, consider a system of m platoons
each withn vehicles, then for all j = 1, . . . ,m− 1, letTj denote
a transmissibility operator that relates the velocities of the fifth
vehicle in each platoon as defined in Table II that considers a set
of m platoons. Moreover, T0 and Tm are as defined in Table I.
Using Algorithm 1 and Table II, the location of the fault can
be determined. If T0 is faulty and Tj is healthy then platoon j
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Fig. 3. Block diagram for the proposed transmissibility-based fault mitigation algorithm on a three vehicles platoon portion. The middle vehicle is faulty. The
velocity of the front vehicle is used in the transmissibility to obtain the estimated healthy velocity. Then comparing the measured and estimated velocities gives a
fault indicator. If the fault is detected, then the measured velocity is replaced with the estimated one to mitigate the faults effect transmitted to the next vehicle.

TABLE I
TRANSMISSIBILITY OPERATORS T0, . . . , Tm ARE USED TO DETECT AND

LOCALIZE THE FAULTY PLATOON IN THE SET OF PLATOONS. NEXT, THE

TRANSMISSIBILITY OPERATORS T i
j̃

, WHERE i = 2, . . . , 5 ARE USED TO

LOCALIZE THE FAULTY VEHICLE IN THE FAULTY PLATOON j̃. THESE

TRANSMISSIBILITIES ARE USED IN ALGORITHM 1

TABLE II
PSEUDO INPUTS AND PSEUDO OUTPUTS OF THE TRANSMISSIBILITY

OPERATORS T1 AND T2 USED FOR FAULT DETECTION AND LOCALIZATION IN

THE EXPERIMENTAL SETUP SHOWN IN FIG. 16

is faulty. Next, to localize the faulty vehicle, let j̃ denote the
number of the faulty platoon, and T i

j̃
denote the transmissibility

from vi−1 to vi in in platoon j̃. If T i
j̃

is faulty, then vehicle i in

platoon j̃ is faulty.
Next, to mitigate faults in vehicle i in platoon j̃, we replace

the faulty velocity signal ṽj̃i with the estimated healthy signal
obtained from the transmissibility operator T i

j̃
. Note that since

T i
j̃

represents a reflect of vehicle i dynamics, the causal assump-

tion for T i
j̃

is possible. The correction signal can be obtained for
all k ≥ 0 as

vi,mit(k|Θ̂FIR
r,d,�)

Δ
=

{
vi(k), k < k̂,

v̂i(k|Θ̂FIR
r,d,�), k ≥ k̂,

(22)

TABLE III
PSEUDO INPUTS AND PSEUDO OUTPUTS OF THE TRANSMISSIBILITY

OPERATORS T1, T2, AND T3 USED FOR FAULT DETECTION,
LOCALIZATION, AND MITIGATION IN THE EXPERIMENT

TABLE IV
PARAMETERS DESCRIPTION AND VALUES FOR THE BOND

GRAPH MODEL SHOWN IN FIG. 29

where k̂ is the time sample at which we start using the fault
mitigation algorithm, v̂i is obtained using the transmissibility
operator T i

j̃
along with vi−1. The correction signal vi,mit re-

places the faulty velocity measurement of vehicle i in platoon
j̃ and thus is used as a reference for vehicle i+ 1 as shown in
Fig. 3.
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Fig. 4. Estimated Markov parameters from each pseudo input to the pseudo
output for the transmissibility operator T0 defined in Table I. The estimated
Markov parameters were obtained using least squares with a noncausal FIR
model with r = 25 and d = 25.

V. SIMULATION RESULTS

A. CAV Health Monitoring Depending on V2C

Consider four platoons, each with five identical vehicles with
the parameters shown in Table IV. We model the platoons using
the bond graph approach as shown in Appendix A. To identify
the transmissibility operators defined in Table I with m = 4 and
n = 5, we set the desired velocities of the platoons to Gaussian
white noise with zero mean and unit variance. Algorithm 1 is
then used to detect and localize the fault based on the change in
the level of the residuals of the identified transmissibilities.

Fig. 4 shows the estimated Markov parameters of T0 from
each pseudo input to the pseudo output obtained under healthy
conditions. Then, the estimated transmissibility T0 is used with
the measurements of v1

5 , v
2
5 , and v3

5 to obtain an estimate of v4
5.

Fig. 5 shows a plot of v4
5 and the estimate of v4

5, which are close
to each other.

Next, we introduce the motor disturbances, motor delay, burst
transmission, and DoS faults to the system separately as intro-
duced in Appendix B. To emulate the motor disturbance fault, a
band-limited white noise is added to the motor constant of the
third vehicle in the second platoon. To emulate a motor delay,
a 1-second delay is introduced to the input current of the motor
of the third vehicle in the second platoon. To emulate a burst
transmission fault, a band-limited white noise is added to the
communication link between the third and the fourth vehicles in
the second platoon. Moreover, to emulate communication-link
time delay, a time delay of 2 seconds is introduced in the
communication link between the third and fourth vehicles in

Fig. 5. Simulated output velocity v4
5 and the predicted output velocity v̂4

5 ,
where the predicted velocity is obtained using the identified transmissibility
operator T0 and the measurements of v5

1 , v5
2 , and v5

3 .

Fig. 6. Norm of the residuals of the transmissibilities T0, . . . , T4 and
T 2

2 , . . . , T 5
2 computed using. (20) with w = 100 steps for (a) Motor distur-

bances, and (b) Motor delay. We use Algorithm 1 to determine the faulty platoon
and faulty vehicle. All faults are introduced separately at approximately t = 80
seconds.

the second platoon. Figs. 6 and 7 show the norm of the residuals
of the transmissibility operators defined in Table I, where each
fault is introduced separately at t = 80 seconds. The threshold
limits are obtained by considering a signal-to-noise ratio of 20.
Note from Fig. 6 that at t = 90 seconds the norm of the residuals
of the transmissibility operators T0, T1, T3, and T4 increased.
Moreover, since the level of the residuals of T2 in Fig. 6 did not
change, then it follows from the Algorithm in 1 that platoon 2 is
faulty, and thus j̃ = 2. Note that at t = 90 seconds the norm of
the residuals of the transmissibility operatorsT 2

2 , T 4
2 , andT 5

2 did
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Fig. 7. Norm of the residuals of the transmissibilities T0, . . . , T4 and
T 2

2 , . . . , T 5
2 computed using (20) withw = 100 steps for (a) Burst transmission,

and (b) DoS. We use Algorithm 1 to determine the faulty platoon and faulty
vehicle. All faults are introduced separately at approximately t = 80 seconds.

Fig. 8. Estimated Markov parameters for the transmissibility operator T 3
2

obtained using least squares with a noncausal FIR model with r = 50 and d = 0.

not change, where the norm of residual of the transmissibility
operators T 3

2 increased. Therefore, using the Algorithm in 1 we
conclude that the third vehicle in the second platoon is faulty.
Similar results are shown for the motor delay, cyberattack, and
time-delay faults in Figs. 6 and 7.

Next, we use the fault mitigation algorithm shown in Fig. 3 to
replace the faulty signal from the faulty vehicle i with a healthy
signal that will be used as a reference for the succeeding vehicle
i+ 1. Fig. 8 shows the estimated Markov parameters for the
transmissibility operator T 3

2 obtained using least squares with
a noncausal FIR model with r = 50 and d = 0. Fig. 9 shows
the velocity v2

3 and the estimated velocity v̂2
3 obtained using the

Fig. 9. Simulated output velocity and predicted output velocity of v2
3 , where

the predicted velocity is obtained using the identified transmissibility T 3
2 whose

Markov parameters are shown in Fig. 8 along with the measurement of v2
2 . The

predicted output v̂2
3 is used in the fault mitigation algorithm.

Fig. 10. Plot of the fourth vehicle velocity in the second platoon, v2
4 , before

and after applying the fault mitigation algorithm, where the third vehicle in the
same platoon is subject to a burst transmission. Note that, after applying the fault
mitigation algorithm at t = 160, the fourth vehicle in the second platoon starts
to operate in a healthy manner again.

Fig. 11. Norm of the residuals of the transmissibility T0 introduced in Table I.
Note that at approximately t = 160 sec, the fault mitigation based on transmis-
sibilities implemented, which leads to a decrease in the norm of residuals for
proposed faults.

identified transmissibility T 3
2 along with the measurement of

v2
2. We use the estimate v̂2

3 to obtain the correction signal v3,mit.
Fig. 10 shows the fourth vehicle velocity in the second platoon
while the third vehicle is subject to a burst transmission. Note
from Fig. 10 that after applying the proposed fault mitigation
algorithm at time t = 160 sec, the fourth vehicle in the second
platoon starts to operate in a healthy manner again. The norm
of the residual of the identified transmissibility T0 is shown in
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Fig. 12. Connected autonomous vehicles platoon, where each vehicle can
communicate with two preceding and two succeeding vehicles.

Fig. 13. Estimated Markov parameters of the transmissibilities associated with
vehicle 5 in the V2V communication model shown in Fig. 12.

Fig. 11 for the motor disturbances, motor delay, burst transmis-
sion, and DoS faults. Note from Fig. 11 that at t = 160, the
level of the residuals decreased due to utilizing the proposed
fault mitigation algorithm.

B. V2V Communication Platoon Health Monitoring

V2V communication topologies have been proposed in the
literature to improve the string stability [45]. In this section, we
consider the architecture where the platoon loses communication
with the cloud. We adopt the platoon communication model
introduced in [24]. As shown in Fig. 12, in this model each
vehicle within the platoon has a V2V communication with two
preceding and two succeeding vehicles in the same platoon.
The velocity of each vehicle follows the average of the two
preceding vehicles. For fault detection, we consider single-input
single-output transmissibilities between vehicles connected to
each other via a V2V communication.

Consider a platoon with 5 vehicles. For i = 1, . . . , 5 and
j = 1, . . . , 5, where j �= i, let Tij denote the transmissibility
operator from vehicle i to vehicle j in this platoon. Since vehicle
5, for example, is connected to vehicle 3 and vehicle 4 only, then
for vehicle 5 we can construct T35 and T45. We set the desired
velocity of the platoon to a Gaussian white noise with zero mean
and unit variance. Next, we use least squares with a noncausal
FIR model with r = d = 25 to identify the transmissibilities T35

and T45. Fig. 13 shows the estimated Markov parameters of T35

and T45. Moreover, Fig. 14 shows the velocity v5 and the pre-
dicted velocity v̂5 obtained using the identified transmissibility
T35 and the measurement of v3. Note from Fig. 14 that the true
and estimated velocities are close to each other.

Next, we introduce a burst transmission fault between the
fourth and fifth vehicles as introduced in Appendix B. Note that
this will make both the fourth and fifth vehicles operate in a
faulty manner. Fig. 15 shows the norm of the residuals of the
transmissibilities defined for the platoon. Note from Fig. 15 that
at t = 80 seconds, due to the presence of the cyberattack, the
level of the residuals of the transmissibility operators T34, T45,
T24 and T35 changes, where the levels of the residuals of all other
transmissibilities do not change. Since the level of the norm of

Fig. 14. Velocity v5 and the predicted velocity v̂5 obtained using the identified
transmissibility T35 and the measurement of v3. Note that v5 and v̂5 are close to
each other.

Fig. 15. Norm of the residuals of the transmissibilities
T12, T23, T34, T45, T13, T24, and T35. Note that after applying the fault mitigation
algorithm at t = 160 seconds, the norm of residuals of the transmissibilities
decreased, which indicates that the platoon started to operate in a healthy
manner after applying the fault mitigation algorithm.

residuals of all transmissibilities that are related to the fourth
and fifth vehicles has changed, then we conclude from Fig. 15
that both the fourth and fifth vehicles are faulty.

Next, at t = 160 seconds we use the fault mitigation algorithm
shown in Fig. 3, where vehicle 5 follows the average of v3 and
v4,mit, v4,mit is computed using (22), and v̂4 is obtained using
the identified transmissibility T34 and the measurement of v3.
Fig. 15 shows that at t = 160 seconds the norm of the residuals of
all transmissibilities decreased, which indicates that the platoon
started to operate in a healthy manner again after applying the
fault mitigation algorithm.

VI. EXPERIMENTAL HEALTH MONITORING WITH V2C
COMMUNICATION

We consider the experimental setup shown in Fig. 16 consist-
ing of three autonomous Quanser robots called Qbots. Each Qbot
consists of two coaxial wheels, where each wheel is driven by a
DC motor. Qbots use closed-loop inverse kinematic controllers
to obtain the DC motors commands for both wheels based on
the desired linear and rotational velocities of the robot. The
difference between the wheels’ velocities results in an angular
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Fig. 16. Experimental setup of V2C communications: Qbot1 receives the
desired velocity from the computer while Qbot2, and third Qbot3 receive the
desired velocity from the preceding Qbot via V2V communication.

Fig. 17. Experimental results: (a) estimated causal Markov parameters from
each pseudo input to the pseudo output for the transmissibility operator T1
defined in Table II, and (b) measured velocity and predicted velocity of Qbot3,
where the predicted velocity is obtained using the identified transmissibility
operator T1 whose parameters are shown in (a) and measurements of v1 and v2.

motion of the Qbot. If the desired angular velocity is zero, then
both wheels velocities are equal and the Qbot moves forward
or backward in a straight line. Qbot1 receives the excitation
signal from a computer through wireless communication, and
Qbot2 is connected with Qbot1 via a V2V communication
channel. Similarly, Qbot3 is connected with Qbot2 via a V2V
communication channel.

For health monitoring, we consider a one-dimensional motion
for the platoon. We first run the setup by sending a zero-mean,
unit variance, Gaussian random excitation signal to Qbot1. All
Qbots run and move simultaneously depending only on V2V
communications. We use least squares with a noncausal FIR
model with r = 25 and d = 25 to identify the transmissibility
operators T1 and T2 defined in Table II, where v1, v2, and v3

denote the velocities of Qbot1, Qbot2, and Qbot3, respectively.
The estimated Markov parameters of the transmissibility oper-
ator T1 is shown in Fig. 17(a). Moreover, Fig. 17(b) shows the
measured velocity v3 and the predicted velocity v̂3 of Qbot3,
where the predicted velocity is obtained using the identified
transmissibility and the measured velocities v1 and v2. Note that

Fig. 18. Experimental results: (a) estimated Markov parameters from each
pseudo input to the pseudo output for the transmissibility operator T1 defined in
Table II, and (b) the measured velocity v3 of Qbot3 and the predicted velocity
v̂3 obtained using the identified transmissibility operator T1 whose parameters
are shown in (a) and measurements of v1 and v2.

neither the dynamics of the network nor the excitation signal of
the network is used to obtain the predicted velocity v̂3 of Qbot3.

Next, we identify causal models of the transmissibility opera-
tors defined in Table II to use them for fault mitigation. Fig. 18(a)
shows the identified Markov parameters of the estimated trans-
missibility from each pseudo input to the pseudo output of the
transmissibility operator T1 defined in Table II. Fig. 18(b) shows
the measured velocity and the predicted velocity of Qbot3,
where the predicted velocity is obtained using the identified
transmissibility operator T1 shown in Fig. 18(a) along with
measurements of v1 and v2.

A. Disturbance Fault

We consider injecting band-limited white noise in the com-
mand signal of the DC-motor that drives the right wheel of Qbot3
as represented in Fig. 19, which results in a physical fault similar
to the motor disturbances introduced in Appendix B. This makes
the velocities of the wheels in Qbot3 not equal, which results in
a 2-D motion of Qbot3 (i.e. a physical fault). Fig. 20 shows the
velocity of Qbot3 under healthy and faulty conditions. Fig. 21
shows the norm of residual for the transmissibility operators
E(k|Θ̂FIR

r,d,�, w) defined in Table II. Note that at t = 80 sec, the
norm of the residual of T1 increases, where the norm of the
residual of T2 remains on the same level. Therefore, we conclude
that Qbot3 is faulty. For fault mitigation, we use T2 and the
measurements of v1 to obtain the correction signal, which is used
as a reference for Qbot3. Note from Fig. 21 that after applying
the fault mitigation algorithm at approximately t = 180 seconds,
the norm of residual of T1 decreased.

B. Internal Time Delay

We emulate the internal mechanical delay by considering a
transport time delay in both command signals, which results in
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Fig. 19. Experimental emulation of the platoon faults. Four faults are considered separately, as represented by the red blocks. The physical faults include internal
disturbances and internal mechanical delay within the closed loop control. The cyber faults are represented by injecting noise and delay to the information packet
in the V2V communication link.

Fig. 20. Experimental results: The velocities of Qbot3 under healthy and
faulty conditions, where the proposed faults are injected disturbance, mechanical
(internal time) delay, cyberattack, and delay in the V2V communication link
between Qbot2 and Qbot3.

Fig. 21. Norm of the residuals of the transmissibilities T1 and T2 defined in
Table II under the faults in Fig. 19. At t = 80 seconds, as T1 is faulty and T2
stays healthy, we conclude Qbot3 is faulty. After applying the fault mitigation
algorithm at t = 180 the norm of the residual of T1 decreases. Note that since
the mechanical delay is inherent in the robot, it cannot be mitigated using the
proposed fault mitigation algorithm.

a similar fault to the motor delay introduced in Appendix B.
That is a constant time delay between the controller and both
actuators. Fig. 19 shows how the internal delay is emulated for
the right actuator, which can be applied similarly to the left
actuator. Fig. 20 shows the velocity of Qbot3 under healthy and
faulty conditions. Fig. 21 shows the norm of residuals of the
transmissibility operators defined in Table II. Note from Fig. 21
that at t = 80 seconds, the norm of the residual of T1 increases,
where the norm of the residual of T2 remains on the same level.
Therefore, we conclude that Qbot3 is faulty. Such a fault is
inherent in the robot and cannot be mitigated using the proposed
approach.

C. Cyber Attacks

Similar results can be obtained for the burst transmission and
the DoS attacks as introduced in Appendix B, which we apply
individually. For the burst transmission, a band-limited white
noise signal is added to the velocity of Qbot2. The corrupted
signal is then injected into the communication link between
Qbot2 and Qbot3. For the communication time-delay fault, we
consider individual cases of 1, 2, and 3 seconds of time delay
in the communication link between Qbot2 and Qbot3. Fig. 19
shows a block diagram on how these faults are emulated. Fig. 20
shows Qbot3 velocity under healthy and faulty conditions.
Fig. 21 shows the norm of the residuals for the transmissibility
operators defined in Table II. Note that, for the proposed faults,
at t = 80 seconds the norm of the residual of T1 increases,
whereas the norm of the residual of T2 remains on the same
level. Since measurements from Qbot3 were used to construct
T1 but not T2, we can conclude that Qbot3 is faulty. For fault
mitigation, we inject the correction signal obtained using T2

and the measurements of v1 in the communication link between
Qbot2 and Qbot3. Note from Fig. 21 that after applying the fault
mitigation algorithm at approximately t = 180 the norm of the
residual of T1 decreased.

VII. EXPERIMENTAL HEALTH MONITORING WITH V2V
COMMUNICATIONS

In this section, we consider the experimental setup shown
in Fig. 22 with V2V communications. Qbot1 leads the platoon
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Fig. 22. Experimental setup: Qbot1 leads the platoon, Qbot2 receives the
desired velocity from Qbot1 via V2V communications, and Qbot3 receives the
desired velocities from Qbot2 and Qbot3 via two separate V2V communications,
and follows the average of the two desired velocities.

Fig. 23. Estimated Markov parameters for the transmissibility operators T1,
T2, and T3 defined in Table III obtained using least squares with a noncausal
FIR model with r = d = 25.

Fig. 24. Measured velocity v2 and predicted velocity v̂2 of Qbot2, where v̂2
is obtained using the identified transmissibility operator T1 and measurements
of v1.

and Qbot2 receives the desired velocity from Qbot1 via V2V
communication. Qbot3 is connected with Qbot1 and Qbot2
via two separate V2V communications, and Qbot3 follows the
average of the two velocities of Qbot1 and Qbot2.

For health monitoring, we consider a one-dimensional motion
of the platoon. We first consider a zero-mean, unit variance,
Gaussian random excitation signal for Qbot1. Consequently,
Qbot 2 and Qbot3 move in response to the motion of Qbot1.
We use least squares with a noncausal FIR model with r = 25
and d = 25 to identify the transmissibility operators shown
in Table III, where v1, v2, and v3 represent the velocities of
Qbot1, Qbot2, and Qbot3, respectively. The estimated Markov
parameters of the transmissibility operators T1, T2, and T3 are
shown in Fig. 23. Figs. 24 and 25 show the measured velocities v2

and v3 and the predicted velocities v̂2 and v̂3 of Qbot2 and Qbot3,
respectively, where v̂2 is computed using the identified transmis-
sibility T1 and measurements of v1, and v̂3 is computed using

Fig. 25. Measured velocity v3 and predicted velocity v̂3 of Qbot3, where v̂3
is obtained using the identified transmissibility operator T3 and measurements
of v1.

Fig. 26. Estimated Markov parameters for the transmissibility operators
T1, T2, and T3 defined in Table III obtained using least squares with a noncausal
FIR model with r = 100 and d = 0.

Fig. 27. Measured velocity and predicted velocity of Qbot3 obtained using
the identified transmissibility operator T3 shown in Fig. 26.

the identified transmissibility T3 and measurements of v1. It is
important to mention that neither the dynamics of the network
and the robots nor the excitation signal of the transmissibility is
used to obtain the predicted velocities of Qbot2 and Qbot3.

For fault mitigation, we identify causal models of the trans-
missibility operators defined in Table III. Fig. 26 shows the
identified Markov parameters of the transmissibility operators
T1, T2, and T3 defined in Table III obtained using least squares
with a noncausal FIR model with r = d = 25. Fig. 27 shows
the measured velocity and the predicted velocity of Qbot3,
where the predicted velocity is obtained using the identified
transmissibility T3 shown in Fig. 26 and measurements of v1.

Next, we individually apply the internal disturbances, burst
transmission, and communication time delay faults as intro-
duced in Appendix B and detailed in Section VI. Fig. 28 shows
the norm of the residual for the transmissibility operators defined
in Table III. Note from Fig. 28 that for the disturbance, cyber
attack, and time-delay faults, which occur at t = 80 seconds, the
norms of the residual of T2 and T3 increase and the norm of the
residual of T1 remains on the same level. Since measurements of
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Fig. 28. Norm of the residuals of the T1, T2, and T3 transmissibilities intro-
duced in Table III under disturbance, cyber-attack, and time delay faults proposed
at approximately t = 80 sec. Since measurements of Qbot3 were used to identify
T2 and T3 but not T1, we conclude that Qbot3 is faulty. After applying the fault
mitigation algorithm at approximately t = 180 seconds the norm of the residuals
of the transmissibilities T1 and T3 drops, which indicates that Qbot3 has become
healthy again.

Qbot3 were used to identify T2 and T3 but not T1, we conclude
that Qbot3 is faulty.

For fault mitigation, the reference velocity of Qbot3 is ob-
tained using the identified T3 shown in Fig. 26 and the mea-
surement of v1 via the communication link between Qbot1 and
Qbot3. Note from Fig. 28 that after applying the fault mitigation
algorithm at approximately t = 180 seconds, the norms of the
residuals of all transmissibilities drop, which indicates that
Qbot3 has become healthy again.

VIII. CONCLUSION

In this paper, we used transmissibility operators for fault
detection, localization, and mitigation in a set of platoons of
connected autonomous vehicles. This approach uses sensor
measurements available from vehicles in the platoon to identify
transmissibility operators under healthy conditions of the pla-
toon. Then, the identified transmissibilities are used along with
the available sensor measurements for fault detection, localiza-
tion, and mitigation. The proposed approach does not require
knowledge of the dynamics of the platoon or the input that
excites the platoon. We proposed a fault localization algorithm
that determines both the faulty platoon and the faulty vehicle in
the platoon. Then, the transmissibilities identified under healthy
conditions were used along with measurements from healthy
vehicles to mitigate the effect of the fault. The excitation signal
that acts on the network and the dynamics of the network and the
vehicles are assumed to be unknown. Networks with V2C and
V2V communications were considered. Simulation results for a
network with both V2C and V2V communications were shown.
Moreover, the algorithm was tested on an experimental setup
consisting of three mobile robots connected with V2C and V2V
communication. Disturbance, internal time-delay, cyberattack,
and communication time-delay faults were considered for both
the simulation and experimental results. The proposed algorithm
was able to detect the faulty vehicle and the faulty platoon, and
mitigate the effect of the fault efficiently.

Fig. 29. Bond graph model of an electric vehicle used for the numerical results.

APPENDIX A
PLATOON MODELING

In this appendix, we introduce an analytical bond graph model
of the platoon. Although the proposed approach does not require
knowledge of a model of the platoon, this model is used to
a) apply the proposed approach of fault detection, localization,
and mitigation to a numerical model, and b) apply the proposed
approach to a set of realistic physical and cyber faults, which can
affect real CAV and are difficult to implement experimentally.
We consider modeling the CAV vehicle dynamics using the bond
graph approach. This uses energy and power propagation to sim-
ulate systems that consist of several mechanical and electrical
components.

A. Modeling of One Platoon of CAV

Consider a platoon of n identical connected autonomous
vehicles with longitudinal motion. For all i = 1, . . . , n, let vi and
v∗i denote the velocity and the desired velocity of the i-th vehicle,
respectively. All vehicles are assumed to be electric vehicles
with the powertrain topology in [46]. Following [46], [47], we
consider the drive motor as a Brushless DC Motor that extracts
power from the batteries based on the traction control signal.
The controller is assumed to be a PI controller to characterize the
cruise-control traction with proportional gain kP,i and integral
gain kI,i.

Fig. 29 shows a bond-graph model of the considered electric
vehicle, while parameters description and their numerical values
are defined in Table IV. Following the formulation procedure
in [21, Chapter 5, Section 5.3], the bond graph model of vehicle
i can be formulated in the following differential equation

...
v i(t) + αiv̈i(t) + βiv̇i(t) + γivi(t) = δiv̇

∗
i (t) + γiv

∗
i (t).

(A1)

where αi = κiRi[ηi + 1 + FiIi
Ri

], βi = κi[
C2

iηi

Si
+ Fi + ζikI,i],

γi = κiζi, δi = γikI,i, κi =
1

Ii(ηi+1) , and ζi =
CikP,i

kI,iGiriMi
.

By setting the desired velocity of each vehicle to the velocity
of the front vehicle, the platoon can be modeled on the state
space form in (1), (2) where

A =

⎡
⎢⎢⎢⎣

A1 . . . 0
B2C1 A2

. . .
. . .

0 . . . BnCn−1 An

⎤
⎥⎥⎥⎦ ,

Authorized licensed use limited to: The University of Toronto. Downloaded on May 04,2022 at 01:40:44 UTC from IEEE Xplore.  Restrictions apply. 



KHALIL et al.: TRANSMISSIBILITY-BASED HEALTH MONITORING OF THE FUTURE CAV NETWORKS 3645

Fig. 30. An illustration of a set of platoons of CAVs. All vehicles within the
V2V communications are considered as a platoon, and vehicles connected with
each other via V2V are within the same set of platoons.

B =

⎡
⎢⎢⎢⎣
B1

0
...
0

⎤
⎥⎥⎥⎦ , C =

⎡
⎢⎣
C1 . . . 0
...

. . .
0 . . . Cn

⎤
⎥⎦ ,

Ai =

⎡
⎣ 0 1 0

0 0 1
−γi −βi −αi

⎤
⎦ , Bi =

⎡
⎣ 0

δi
γi − αiδi

⎤
⎦ ,

Ci =
[

1 0 0
]
.

B. Cyber Communications

V2V wireless information communication uses short-to-
medium range communication. CAV platoons are expected to
use the Dedicated Short Range Communications for Wireless
Access in Vehicular Environments (DSRC-WAVE) as in [24],
[48]. DSRC-WAVE covers up to 1 km in range with a rate of
data transmission that is up to 27 Mbps, 5.9 GHz frequency, and
a 75 MHz channel bandwidth.

For V2C communications, CAV platoons use a combination
of the large-area street network and a cellular Long Term Evolu-
tion (LTE) [49]. According to [50], V2C communications allow
CAVs to communicate with each other and conduct integration
of cloud computing. LTE communication covers up to 2 km in
the range between the vehicle and the roadside infrastructure
antenna with a rate of data transmission that is up to 75 Mbps
and a 2.6 GHz frequency with a 20 MHz channel bandwidth [51].

C. Modeling of a Set of Platoons of CAV

In this section, we extend the CAV model obtained earlier
in this section to a set of CAV platoons as in [52]. Connected
autonomous vehicles sets are sets of multi-platoons used to
cooperate, split, or merge platoons [53]. Therefore, we assume
that each vehicle has a vehicle-to-cloud wireless communication
as shown in Fig. 30. For all j = 1, . . . ,m, where m is the
number of platoons, and for all i = 1, . . . , nj , where nj is the
number of vehicles in the j-th platoon, let vji denote the velocity
of the i-th vehicle in platoon j. The intra-platoon spacing is
the distance between vehicles in the same platoon, which is
assumed to be a small separation distance compared to the
inter-platoon spacing distance. That is, all vehicles that are
within the vehicle-to-vehicle communication range are assumed
to be in the same platoon. To connect these platoons, we assume

that the first vehicle in each platoon receives the same desired
velocity signal from the cloud.

APPENDIX B
FAULT MODELS

In this appendix, we introduce common physical and cyber
fault models from the literature. The proposed technique is
independent of the fault dynamics and considers any fault to
result in the corrupted unknown velocity ṽi.

A. Motor Disturbances

Brushless DC motors that are used in electric vehicles are
subjected to vulnerable operating conditions including high
magnetic force and severe weather conditions. Following [54],
we introduce an additive fault to the motor’s nominal value of
the current-to-torque ratio Ci after motor loss of effectiveness
occurs. The faulty motor constant is then given by

C̃i(t) = 0.8Ci + δCi
(t), (B1)

where C̃i is the corrupted motor constant, and δCi
is the deviation

from the original motor constant after the loss of effectiveness
occurs.

B. Motor Delay

Internal delay in actuators can lead to poor control perfor-
mance and potential instability [23], [55]. The motor internal
delay can be modeled as a time delay between the motor elec-
trical current and the output torque, that is,

ρ̃i(t) = ρi(t− τe,i(t)), (B2)

where ρ̃i is the delayed current, ρi is the original current and τe,i
is the time-variant motor delay.

C. Burst Transmission

Connected autonomous vehicles platoons have several
spacing-distance policies as shown in [8], [56]. One possible
cyberattack is burst transmission that can affect the system
performance by adding bounded random disturbances to the
spacing distance between two preceding vehicles [31]. This
fault can lead to instabilities, inaccuracies, and oscillations in
the system performance [14], [24], [32]. For all i = 1, . . . , n,
let hi denote the nominal spacing value between vehicle i and
vehicle i+ 1, then for all t ≥ 0,

h̃i(t) = hi(t) + δf,i(t), (B3)

where h̃i denotes the corrupted spacing distance, and δf,i
denotes the deviation from hi due to a cyberattack. Spacing
distance fault can occur due to corrupted measurements of the
velocities of the vehicles. Therefore, vi can be represented by

ṽi(t) = vi(t) +
˙̃
hi(t), (B4)

where for all i = 1, . . . , n, ṽi represents the corrupted measure-

ments of the velocity of vehicle i, ˙̃hi denotes the deviation from
vi due to a cyberattack.
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D. Denial-of-Service

Time delays in connected autonomous vehicles platoons can
yield fatal faults [7]. One of the main malicious cyberattacks
in vehicle platoons is the Denial-of-Service (DoS) attack [31].
DoS attack increases the service time in the communication
link, which makes it busier and results in a communication
time delay within the communication link. Note that, as the
service time increases, the packet transmitted fades, which is
known as the packet loss. In this paper, we consider small-time
communication delays that cause the packet to arrive late. For
all i = 1, . . . , n, consider the velocity of the i-th vehicle vi, then
a delay in vi yields the corrupted signal

ṽi(t) = vi(t− τv,i(t)), (B5)

where τv,i is a relatively small time-variant communication
delay in vi that does not cause any packet loss.
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