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Reactance Perturbation for Detecting and Identifying
FDI Attacks in Power System State Estimation
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and Deepa Kundur , Fellow, IEEE

Abstract—False data injection (FDI) attacks have recently been
introduced as an important class of cyberattacks in modern power
systems. By coordinating the injection of false data in selected me-
ters readings, an FDI attacks can bypass bad data detection meth-
ods in power system state estimation. In this paper, we propose
a strategy to enhance detection and identification of an FDI that
leverages reactance perturbation. We begin by deriving conditions
to mitigate attacks in noiseless systems that relates the likelihood
of attack detection and identification to the rank of the composite
matrix, limited by power system topology and the deployment of
meters. Based on such conditions, we design a secure reactance
perturbation algorithm that maximizes the likelihood of an FDI
attack detection and identification while minimizing the effect on
the operational cost of power systems, e.g., power losses on trans-
mission lines. Simulations on a 6-bus and the IEEE 57-bus system
verify the performance of the secure reactance perturbation and
the effect on power losses in both noiseless and noisy systems.

Index Terms—False data injection attacks, attack detection and
identification, secure reactance perturbation.

I. INTRODUCTION

CRITICAL infrastructure is undergoing a cyber-enabl-
ement whereby operational technology is being integrated

with advanced computation and communication capabilities.
This is especially evident in the modern power system [1]
whereby this cyber-physical marriage promises to improve
overall stability and efficiency, but at the cost of increased vul-
nerability to cyberattack [2]. For instance, it has been recently
shown that an opponent may make use of authentication weak-
nesses and the restart communications option vulnerability in
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Modbus/TCP protocols, to inject false data into power grid
meter readings [3].

Moreover, leveraging such power system vulnerabilities, at-
tackers can coordinately “hack” the readings of multiple me-
ters to stealthily mislead fundamental applications in power
systems. For example, as an important class of cyberatacks
against the integrity of telemetry measurements, false data in-
jection (FDI) attacks can coordinate the injected false data in
state estimation to stealthily mislead the results of state esti-
mation [4]. In the context of power system state estimation,
“stealthy” means that FDI attacks can bypass measurement
residual based bad data detection methods by coordinating
the injected false data based on information of measurement
matrix, where measurement matrix is usually assumed to be
fixed.

In this paper, we design an FDI mitigation approach that
works by changing the effective state estimation measurement
matrix such that attacks become more easily detectable and
identifiable. Specifically, a power system reactance perturba-
tion scheme is devised that aims to increase the probability of
FDI detection and identification without introducing significant
operational cost, e.g., power losses on transmission lines.

Existing strategies to design stealthy FDI attacks in state es-
timation that bypass bad data detection have been extensively
studied in the literature. For example, to ensure the stealthy of
FDI attacks, initial work on FDI attacks required that the injected
bad data must be within the column space of the measurement
matrix and assumed that the attacker had explicit knowledge
of the measurement matrix [4]. Given that it is nontrivial for
attackers to obtain the measurement matrix directly as its ele-
ments are related to the power system transmission lines’ reac-
tance values, related work focused on strategies to estimate the
measurement matrix. Approaches using the transmission lines’
parameter probability distribution and independent component
analysis were proposed in [5] and [6], respectively; here sec-
ondary information such as probability distributions of power
grid parameters are employed to relax the requirement of direct
knowledge of the measurement matrix. Subsequently, in [7],
a practical learning algorithm was proposed that did not re-
quire such secondary information. Instead, a basis of the mea-
surement matrix was estimated from historical power system
measurements. Thus, recent work suggests that stealthy FDI at-
tacks are possible to achieve without explicit knowledge of the
measurement matrix instead gleaning insights from operational
information.
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To deter FDI attacks in state estimation, critical measure-
ment protection strategies have been designed in [8] and [9],
where FDI attacks can be detected if a basic set of power sys-
tem meters are protected. This approach, however, has been
deemed time-consuming and costly in terms of deploying se-
curity enforcements, such as encryption, on all critical meters.
Moreover, legacy devices, with a limited computing and storage
capacities, cannot support such security enforcements. Given
that attackers must explicitly know (i.e., directly observe or
estimate) the measurement matrix to construct a stealthy FDI
attack, a moving target defense (MTD) strategy is designed
in [10], where the set of measurements considered in state es-
timation and the admittances1 of a set of lines are randomized
to obfuscate critical information related to state estimation. To
ensure the performance of the MTD strategy, a hidden MTD
strategy was subsequently designed in [11] and [12], where the
MTD strategy can not be discovered by attackers using measure-
ment residual based methods. Even though the MTD strategy
can prevent attackers from obtaining critical information related
to measurement matrix, the assumption that transmission line’s
admittance changes at each state estimation is nontrivial.

Distinct from MTD, topology perturbation approaches have
been recently designed to detect FDI attacks in [13] and [14]
where the system is modeled as a sensitivity matrix. By com-
paring the actual measurement values with those estimated via
the sensitivity matrix, FDI attacks can be detected. Limitations
of the approach include that 1) As only the dependency between
transmission line’s reactance and measurements is considered
in modeling the sensitivity matrix, the detection accuracy may
be affected by uncontrolled fluctuations in power systems, such
as load fluctuations; 2) Since the relationship between detection
probability and reactance perturbation is not analyzed, optimal-
ity can not be ensured in reactance perturbation. In our work, we
propose a method to not only detect FDI attacks, but also identify
the injected bad data. To overcome limitation 1), we explore the
information advantage that unobservable FDI attacks are within
the column space of measurement matrix, where the accuracy
of detecting and identifying FDI attacks is not affected by un-
controlled fluctuations. Moreover, the relationship between the
probability of detecting and identifying FDI attacks and reac-
tance perturbation is analyzed to maximize the detection and
identification probability.

In this paper, we design a reactance perturbation-based
scheme to detect and identify originally covert FDI attacks on
power system state estimation that enhances the security of state
estimation without significantly increasing the operational cost
in power systems. Specifically,

� We derive FDI attack detection conditions under a noise-
less setting that are practical to apply and that relate the
probability of FDI detection to the rank of a composite
matrix. Compared with our previous work [15], we fur-
ther relax the requirements on power systems in detecting
FDI attacks utilizing defender’s information advantage on
measurement matrices.

1Even though they call the MTD strategy as admittance perturbation, only
transmission line’s reactance are changed in [10].

� We analyze identification conditions for overall and partial
FDI attacks, and design a FDI attack identification method,
which can enhance the identification of originally covert
FDI attacks.

� We formulate a secure reactance perturbation optimiza-
tion problem and propose an associate algorithm, where
the probabilities of detecting and identifying FDI attacks
is maximized without significantly increasing operational
cost. Compared with our previous work [15], the perfor-
mance of both FDI attack mitigation and operational cost
is verified in a more practical way, where the attack detec-
tion and identification probabilities are simulated in both
noiseless and noisy systems, and the operational cost is
verified using the practical alternating current (AC) power
flow model.

The remainder of this paper is organized as follows. In
Section II, we present the models for state estimation, FDI
attacks, secure reactance perturbation, and the dependencies
between power losses and reactance perturbation. FDI attack
detection and identification conditions in noiseless systems are
analyzed in Section III. Secure reactance perturbation optimiza-
tion and monitor design are presented in Section IV. Numerical
simulations and conclusions are provided in Section V and VI,
respectively.

II. SYSTEM MODEL

This section introduces the FDI attack model under the con-
dition of measurement matrix changes in power system state
estimation. Secure reactance perturbation in distributed flexi-
ble alternating current transmission systems (D-FACTS) is dis-
cussed as a feasible approach to change the state estimation
measurement matrix. To analyze the effects on operational cost,
a linear sensitivities model is given, which models the dependen-
cies between power losses on transmission lines and reactance
perturbation.

A. Notation

In this paper, we denote the power system under consideration
as (N ,A), where N is the set of buses and A represents the set
of transmission lines. Let N−r be the set of buses at the exclu-
sion of the reference bus. Boldface lower case letters (e.g., θ, x)
represent vectors whereby individual elements are represented
with subscripts. For example, θi denotes the ith element of the
vector θ. Similarly, xij is the reactance of transmission line,
connecting bus i and j, in reactance vector x. Boldface upper
case letters (e.g., H) denote matrices. We employ subscript “0”
to distinguish previous and current variable values. For example,
H0 is the previous measurement matrix while H is the current
measurement matrix value in state estimation. Moreover, vari-
ables preceded by Δ denote a change in the associated variable.
Notations with an underline and an overline are the minimum
and maximum values of the corresponding variables, respec-
tively. For example, Pg

i and P
g
i are the minimum and maximum

generation output values for the generator at bus i. To better
clarify the main variables used in this paper, nomenclature is
summarized in Table I.
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TABLE I
SUMMARY OF NOMENCLATURE

B. Power System State Estimation

Power system state estimation refers to the procedure of es-
timating system state variables (consisting of bus voltage phase
angles) from a set of redundant measurements obtained from
various locations of the power system. Although the relation-
ship between state variables and measurements is described by a
nonlinear measurement function, undetectabe conditions in AC
state estimation are too complex to be directly used in analysis.
In order to facilitate the analysis, AC state estimation is usually
linearized by replacing the nonlinear measurement function in
AC state estimation with its Jacobian matrices at the current
state [16]. As DC state estimation, a specially linearized model
for the measurement equations, is widely used in analyzing the
security of state estimation [17], [18], we use DC power flow
model to analyze the detection and identification of FDI attacks
with the assumption that the bus voltage magitude are all equal
to 1.0 per unit [19].

Specifically, we consider the following well-known DC
power flow model [19]:

z = H · θ + e,

where z ∈ Rm is the measurement vector, m is the number
of measurements, θ ∈ Rn−1 represents the bus voltage phase
angle vector (state variables) with the voltage phase angle of the
reference bus omitted as typical in DC state estimation [19], n is
the number of buses, H ∈ Rm×(n−1) is the measurement matrix
that maps system states to measurement values, and e ∈ Rm

is the measurement noise modeled as Gaussian with diagonal
covariance matrix W:

W = diag(σ−2
1 , σ−2

2 , . . . , σ−2
m ),

where σi is the standard derivation of measurement noise at
the ith meter (1 ≤ i ≤ m). Utilizing the weighted least-square
criterion [19], system states can be estimated as:

θ̂ = (HT WH)−1HT Wz.

To detect and identify bad measurements introduced by a vari-
ety of telemetry errors such as meter failure, residual-based bad
data detection tests are commonly employed within power sys-
tem state estimation whereby the measurement residual z − Hθ̂
is given by the difference between the observed and estimated
measurements. Specifically, for bad data detection using the χ2-
test, which is widely used in power system state estimation, bad
data is detected when ‖z − H · θ̂‖2 > γ2 , where γ is a preset
threshold related to the detection confidence probability (e.g.,
95%).

C. FDI Attacks Under Measurement Matrix Changes

As formulated in the foundational paper by Liu et al. [4], an
FDI attack on state estimation can be modeled as:

za = z + a = H · θ + a + e, (1)

where za ∈ Rm is the compromised measurement vector and
a ∈ Rm is the attack vector representing falsely injected values
into the legitimate measurement values z ∈ Rm .

Even though attack vector a ∈ Rm can be any value, e.g.,
replay attacks [20] and scaling attacks [21], the injected data a
need to be well cordinated to bypass bad data detection in state
estimation. For example, to avoid being detected by residual-
based bad data detection, FDI attacks must satisfy a = H · Δθ,
which has been shown to be equivalent to a ∈ C(H) [4]. This
ensures that the measurement residual under attack is consistent
with the residual under normal (legitimate) conditions:

‖za − H · θ̂bad‖ = ‖z + a − H(θ̂ + Δθ)‖
= ‖z − H · θ̂ + (a − H · Δθ)‖
= ‖z − H · θ̂‖ < γ,

where Δθ are the changes in state variable estimates introduced
by attack vector a. Even though attackers can also bypass bad
data detection by exploring the information of measurement
noise, the changes in states introduced by such attacks are small
and such method cannot ensure the stealth of attacks. It means
that attack vector a /∈ C(H) is very likely to be detected. Hence,
in this paper, we focus on unobservable FDI attacks satisfying
a ∈ C(H), which does great damage to state estimation.

Note from the above discussion that the FDI attacker must
exactly know the measurement matrix H to successfully evade
bad data detection in state estimation. Even though it appears
nontrivial to exactly know H [10] (H is a function of branch re-
actance only [19]), it has been shown that attackers can estimate
a basis of column space C(H), Ĥ, from a large volume of his-
torical measurements using a subspace estimation algorithm [7].
The reader should note that since r(H) = r(Ĥ) = n− 1, H ∈
Rm×(n−1) , Ĥ ∈ Rm×(n−1) , H and Ĥ are both a basis ofC(H).
Therefore, for any attack vector a = Ĥ · Δθ′, there exists Δθ,
such that a = Ĥ · Δθ′ = H · Δθ, and the injected attack vec-
tor can be expressed as a = H · Δθ, equivalently. Hence, the
attacker can compute an unobservable FDI attack vector a from
historical measurements without explicit knowledge of H.

We now consider the case in which the measurement matrix
changes. Suppose the measurement matrix is estimated from
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historical measurements related to a previous measurement ma-
trix H0 , which differs from the current new measurement matrix
H. The injected attack vector then satisfies a = H0 · Δθ, i.e.,
a ∈ C(H0). The effect of a change in measurement matrix from
H0 to H, can be expressed as:

za = H · θ + H0 · Δθ + e, (2)

where H0 is the previous measurement matrix known to the
attacker, H is the current measurement matrix unknown to the
attacker, and the system operator knows that a ∈ C(H0). We
return to the model of (2) in Section III where we discuss how
changes in the measurement matrix enable improved FDI attack
detection and identification.

D. Secure Reactance Perturbation in D-FACTS

Given that the measurement matrix H is a function of branch
reactance alone, we assert in this paper that reactance pertur-
bation is a feasible approach to deliberately modify the mea-
surement matrix H used in state estimation to aid in FDI attack
mitigation; we call this secure reactance perturbation. By con-
necting directly to transmission lines, D-FACTS devices, such
as distributed static series compensators (DSSCs), are capable
of changing line impedance dynamically [22]. We contend that
for secure reactance perturbation, the changes in reactance are
limited by the following constraints:

1) The reactance changes are limited by the capacities of
D-FACTS devices, i.e.,

τ · x0 ≤ Δx ≤ τ · x0 , (3)

where x0 is the actual reactance vector under rated current
conditions that consists of all branch reactance values for
each transmission line, Δx ∈ Rp represents the change in
branch reactance vector and p is the number of branches
in power system. Limits τ · x0 and τ · x0 denote the min-
imum and maximum possible change to the reactance
vector. For example, the reactance changes of DSSC is
up to ±10 ∼ 20% of the actual line reactance under rated
current conditions [23].

2) If there is a reactance change in a transmission line, the
change cannot be so small that there is negligible im-
pact on enhancing attack detection and identification [10].
Hence, the reactance change must satisfy:

Δxij = 0 or |Δxij | ≥ ω · |x0 ij |, ij ∈ A, (4)

where x0 ij is the reactance of branch ij in vector x0 andω
is the ratio of the minimum magnitude change in reactance
over the line reactance magnitude.

E. Power Losses Dependencies on Reactance Perturbation

To obtain the impact of secure reactance perturbation on the
operational cost in power systems, we use AC power flow model,
such as AC optimal power flow (AC-OPF) in analysis, where
the changes in operational cost introduced by reactance per-
turbation can be modeled accurately. However, it is difficult to
calculating the Jacobian of the vector function [26] in solving
the modified AC-OPF, where line reactances are also considered

as variables. Instead, the impact on the operational cost can be
quantified, in part, by the transmission line real power losses,
which can be expressed as a summation of the real power losses
on all lines. Linear sensitivities are used in this paper to for-
mulate the dependencies between power losses and reactance
perturbation, which is widely used to explain how quantities of
interest concering lines, buses and flows in power systems are
affected by a slight change of another quantity somewhere else
[24].

For the given power systems (N ,A), the total real power
losses are

Ploss =
∑

ij∈A
|Iij | · rij , (5)

where the power loss on a line can be expressed in terms of the
current magnitude and line resistance [24], and the line current
flow magnitude from bus i to bus j can be expressed as [19]

Iij =
√

(g2
ij + b2ij )(V

2
i + V 2

j − 2Vi · Vj · cos θij ). (6)

Note that gij + j · bij is the admittance of the series branch
connecting buses i and j, i.e.,

g2
ij + j · b2ij =

rij
r2
ij + x2

ij

+ j · −xij
r2
ij + x2

ij

. (7)

The dependencies between power losses and line reactance
can be derived from (5). For a given transmission line connecting
bus i and j, it can be calculated by solving the following partial
differential:

dPloss
dxij

=
∂Ploss
∂s(θ,V )

· ∂s(θ,V )

∂xij
+
∂Ploss
∂gij

· ∂gij
∂xij

+
∂Ploss
∂bij

· ∂bij
∂xij

,

(8)

where the vector s(θ,V ) is a concatenated vector of all the angle

and voltage states for the system. In (8),
∂s( θ , V )

∂xi j
can be calculated

using methods in [24], and the other parts can be calculated
directly.

Suppose the current line reactance vector is x, the changes
in line reactance is Δx, and the new line reactance is x0 + Δx.
The best linear approximation to the power losses with a line
reactance x + Δx can be expressed as

Ploss(x + Δx) ≈ Ploss(x) + LS(x) · Δx, (9)

where Ploss(x) is the power losses with a line reactance x, and
LS(x) is the linear sensitivities matrix with a line reactance
x, and LS(x) · Δx is the approximate changes in power losses
introduced by line reactance perturbation.

III. ATTACK DETECTION AND IDENTIFICATION FOR SECURE

REACTANCE PERTURBATION

Similar to the observability analysis in control systems [25], in
this section, we analyze FDI attack detection and identification
conditions for secure reactance perturbation under a noiseless
setting. Overall conditions for detecting and identifying all pos-
sible FDI attacks are first developed. Given the high degree of
constraints imposed on power system topology and the deploy-
ment of meters by these general conditions, requirements for
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detecting and identifying partial FDI attacks are then analyzed
to represent more feasible protection scenarios.

A. General Detection and Identification Conditions

From (2), we model FDI attacks in the presence of secure
reactance perturbation under a noiseless setting as follows:

za = H · θ + H0 · Δθ, (10)

where the measurement matrix known to attackers is given by
H0 , and the real measurement matrix is H. Similar to [27],
we assume the presence of an attack monitor in power sys-
tem state estimation with input Λ = {H0 ,H, za} and output
Ψ(Λ) = {ψ1(Λ), ψ2(Λ)}, where the detection outputψ1(Λ) ∈
{True,False} (in relation to the presence of an FDI attack), and
the estimated attack vector ψ2(Λ) ∈ Rm .

Attack detection and identification in reactance perturbation
can be defined as follows:

Definition 1 (Attack Detection and Identification): Consider
the scenario of (10) with a nonzero FDI attack a = H0 · Δθ,
and the presence of a monitor with input Λ = {H0 ,H, za} and
output Ψ(Λ) = {ψ1(Λ), ψ2(Λ)}. The FDI attack a is detected
by the monitor if ψ1(Λ) = True. The FDI attack a is identified
by the monitor if ψ2(Λ) = a.

The definition above is similar to that of [27]. The distinction
lies in the fact that Definition 1 requires the identification of
the particular attack vector (i.e., ψ2(Λ) = a) while the monitor
in [27] only detects the non-zero elements of a representing
the set of attacked meters without knowledge of the particular
injected values.

Similar to Lemma 3.1 in [27], undetectable FDI attacks in
reactance perturbation are expressed as follows:

Lemma 1 (Undetectable Attack in Reactance Perturbation):
Any attack vector a = H0 · Δθ, Δθ ∈ Rn−1 , Δθ 	= 0, is
undetectable with new measurement matrix H in reactance
perturbation if and only if there exist θ and θ′ such that
H · θ + H0 · Δθ = H · θ′.

Similarly, unidentifiable FDI attacks in reactance perturbation
can be expressed as follows:

Lemma 2 (Unidentifiable Attack in Reactance Perturba-
tion): Any attack vector a = H0 · Δθ, Δθ ∈ Rn−1 , Δθ 	= 0, is
unidentifiable if and only if there exist θ, θ′ and Δθ′, Δθ′ 	= Δθ,
such that H · θ + H0 · Δθ = H · θ′ + H0 · Δθ′.

It is clear that an undetectable attack is a special case of
an unidentifiable attack in reactance perturbation, i.e., when
Δθ′ = 0. This implies that an undetectable attack must be an
unidentifiable attack, and, inversely, an identifiable attack must
be a detectable attack.

Lemma 1 and 2 give undetectable and unidentifiable con-
ditions for FDI attacks in reactance perturbation, respectively.
General condition for detecting and identifying all the possible
FDI attacks in reactance perturbation can be expressed as fol-
lows; we employ the term originally covert attack to refer to the
stealth of the attack prior to reactance perturbation.

Remark 1 (General Detection Condition): The originally
covert attack a = H0 · Δθ, Δθ ∈ Rn−1 , Δθ 	= 0, is detectable
if and only if for any θ and θ′, H · (θ′ − θ) 	= H0 · Δθ holds.

Remark 2 (General Identification Condition): The originally
covert attack a = H0 · Δθ, Δθ ∈ Rn−1 , Δθ 	= 0, is iden-
tifiable if and only if for any θ,θ′ and Δθ′, Δθ 	= Δθ′,
H · (θ′ − θ) 	= H0 · (Δθ − Δθ′) holds.

Even though Remark 1 and 2 give sufficient and necessary
conditions for detecting and identifying FDI attacks in reactance
perturbation, such conditions can hardly be used for calculation.
An equivalent detection and identification condition is presented
below:

Theorem 1 (Equivalent Detection and Identification Condi-
tion): The originally covert attack a = H0 · Δθ, Δθ ∈ Rn−1 ,
Δθ 	= 0, is detectable and identifiable in reactance pertur-
bation with a new measurement matrix H if and only if
r(M) = 2 · (n− 1), where M = [H0 H], H0 ,H ∈ Rm×(n−1) .

Proof: First, we prove the equivalent detection condition for
FDI attacks.

(If): Suppose the originally covert attack a = H0 · Δθ, Δθ ∈
Rn−1 ,Δθ 	= 0 is detectable in reactance perturbation, we have
H · (θ′ − θ) 	= H0 · Δθ holds for any θ, θ′ and Δθ 	= 0. This
means that for any Δθ 	= 0,

[
H0 H

] ·
[

Δθ
θ − θ′

]
	= 0. (11)

Therefore, for any Δθ 	= 0 there is no vector [ΔθT (θ − θ′)T ]T

in null space N(M). Since r(H) = n− 1, we have H · (θ′ −
θ) 	= 0 when Δθ = 0 and θ − θ′ 	= 0. That is, (11) holds and
such vectors are not in N(M), either. We have N(M) = {0},
i.e., r(M) = 2 · (n− 1).

(Only if): Suppose r(M) = 2 · (n− 1), we have N(M) =
{0}. This means that for any Δθ 	= 0, (11) holds. Then
for any θ,θ′,Δθ ∈ Rn−1 , Δθ 	= 0, H · (θ′ − θ) 	= H0 · Δθ
holds, and any attack vector a = H0 · Δθ, Δθ 	= 0, is
detectable.

The proof of the equivalent identification condition is similar
to the proof above. �

Theorem 1 can be further explained with state estimation
theory. Reformulating (10) in matrix form gives:

za =
[
H0 H

] ·
[

Δθ
θ

]
, (12)

[ΔθT θT ]T can be estimated accurately when system states
are observable, i.e., r(M) = 2 · (n− 1). This implies that the
attack vector a = H0 · Δθ can be identified when r(M) = 2 ·
(n− 1). As identifiable attacks are also detectable, any attack
vector a = H0 · Δθ is detectable when r(M) = 2 · (n− 1).

Even though any FDI attack can be detected and identified
if the composite matrix M = [H0 H] is full column rank, i.e.,
r(M) = 2 · (n− 1), we assert that such a condition may be
too restrictive to apply to many power systems in practice. In
the next section, we explore the constraints on power system
topology and meters introduced by the equivalent detection and
identification conditions in Theorem 1.

B. Limits on Topology and Meters in General Conditions

In order to analyze the limits on power systems topol-
ogy and meters in Theorem 1, we describe the power system
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Fig. 1. A fully measured 3-bus power system.

topology as an (arc-to-node) incidence matrix A ∈ Rn×p . For
any transmission line 
 = 1, . . . , p,

A(i, 
) =

⎧
⎨

⎩

1 if branch 
 starts at node i
−1 if branch 
 ends at node i
0 otherwise,

where p = |A| is the number of transmission lines, −1 denotes
that the direction of the flow is opposite to the direction of the
arc.

According to [29], any measurement matrix in the DC state
estimation can be decomposed into three parts:

H = D · X · AT
−r , (13)

where D ∈ Rm×p is a meter deployment matrix, m is the
number of meters, X ∈ Rp×p is a diagonal reactance matrix,
A−r ∈ R(n−1)×p is a sub-matrix of A, including all rows in A
except the row corresponding to the reference bus. Note that the
diagonal elements in matrix X are the reciprocal of the branch
reactance, e.g., 1/xij .

In fully measured power systems, there are meters of 1) power
flow on transmission lines, 2) their negative copies, and
3) external power injections into nodes, in 2 · p+ n meters.
As power flow can be linearly expressed as X · AT

−r · θ, and the
external power injections into nodes can also be formulated as
A · X · AT

−r · θ [29], the meter deployment matrix D in fully
measured power systems can be expressed as

D =

⎡

⎣
I
−I
A

⎤

⎦ , (14)

where I ∈ Rp×p is an identity matrix.
As most of power systems are not fully measured, we use

meter selection matrix C to choose the deployed meters from all
the possible meters, where the entries in matrixC are 0 or 1. Note
that only one entry is 1 in each row of matrix C, and C(i, j) =
1 denotes that the jth meter of the 2 · p+ n meters (in fully
measured power sysem) is measured. Hence, the measurement
matrix H in (10) can be expressed as

H = D · X · AT
−r = C ·

⎡

⎣
I
−I
A

⎤

⎦ · X · AT
−r , (15)

where C ∈ Rm×(2·p+n) is an identify matrix in fully measured
power systems.

As a simple case study, consider a fully measured 3-bus
system [19] (Bus 3 is the reference bus) as shown in Fig. 1.
The decomposition of the measurement matrix H can be

expressed as:

H =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0
0 1 0
0 0 1
...

...
...

1 1 0
−1 0 1
0 −1 −1

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

·
⎡

⎣
1
x1 2

1
x1 3

1
x2 3

⎤

⎦ ·
⎡

⎣
1 −1
1 0
0 1

⎤

⎦ ,

where the first three lines of the left-most matrix are related to
the meters on the 3 transmission lines, the last three lines are
related to the external power injection at the 3 buses, and the
middle three rows correspond to the negative copy of power flow
on transmission lines. When the 3-bus power system is not fully
measured, e.g., only external power injections are measured, the
selection matrix C in (15) can be expressed as

C =

⎡

⎣
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1

⎤

⎦,

where C(1, 7) = C(2, 8) = C(3, 9) = 1 denotes external
power injection are measured.

Using the decomposition above, the composite matrix M can
be expressed as a function of the diagonal reactance matrix X,
explicitly:

M =
[
H0 H

]
= D · [X0 X

] ·
[
AT

−r 0
0 AT

−r

]
, (16)

where X = diag(x), D and A are not related to transmission
lines’ reactance.

To ensure the detection and identification of all the possi-
ble FDI attacks a = H0 · Δθ, the composite matrix must sat-
isfy r(M) = 2 · (n− 1), according to Theorem 1. Utilizing the
properties of matrices product, we have:

2 · (n− 1)≤min
{
r(D), r(

[
X0 X

]
), r

([
AT

−r 0
0 AT

−r

])}
.

(17)
As for each line connecting bus i and j, 1/xij 	= 0, we have
r(X) = p. Moreover, since r(H) = n− 1, r(A−r ) = n− 1
holds. Hence, (17) can be expressed as:

2 · (n− 1) ≤ min{r(D), p, 2 · (n− 1)}, (18)

i.e., p ≥ 2 · (n− 1) and r(D) ≥ 2 · (n− 1). Obviously, p ≥
2 · (n− 1) suggests that the number of transmission lines must
be no less than twice of the number of states, which represents
a topology limitation. As D ∈ Rm×p , r(D) ≥ 2 · (n− 1) de-
notes that not only the number of meters must be no less than
twice of the number of states, but also the rank of meter de-
ployment matrix D must be no less than twice of the number of
states, which represents the limits on meters.

Even though the limits on topology and meters are only
necessary conditions for the full column rank condition in
Theorem 1, it is too restrictive to apply to some power systems.
For example, in the fully measured 3-bus system as shown in
Fig. 1, there are 2 states and 3 transmission lines, i.e., n− 1 = 2
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and p = 3. According to (18), we have

r(M) ≤ min{3, 3, 4}.
That is, r(M) ≤ 3, i.e., the rank of the composite matrix in the
3-bus system is no larger than 3. Thus the composite matrix in
the 3-bus systems is not full column rank, and it cannot detect
and identify all possible FDI attacks.

In this section, we give the general detection and identification
conditions for overall FDI attacks. In the next section, we ana-
lyze the detection and identification of FDI attacks in non-full
column rank cases and derive attack detection and identification
conditions for partial FDI attacks. This allows our results to be
applicable to a broader class of power systems.

C. Partial Detection and Identification Conditions

We demonstrate in this section that partial FDI attacks can
be detected through secure reactance perturbation even though
the composite matrix M is not full column rank. We deduce
the detection and identification conditions for partial FDI at-
tacks based on the independence of columns in the composite
matrix M.

Theorem 2 (Partial Attack Detection Condition): For a given
composite matrix [H0 H], H0 ,H ∈ Rm×(n−1) , denote Sd as
the index set of the columns in H0 excluding those linearly
dependent on the columns of H. Let Hd

0 be the matrix consisting
of columns in H0 indexed by Sd and |Sd | be the cardinality of
set Sd . Specific FDI attacks a = H0 · Δθ, Δθ ∈ Rn−1 , where
Δθi 	= 0, and i ∈ Sd , can be detected if r([Hd

0 H]) = n− 1 +
|Sd |.

Proof: Denote h0,i and hj as the ith column of H0 and the
jth column of H, respectively. Let N−r be the index set of
columns in H (N is the index set of all the buses and N−r is the
index set of buses except the reference bus). As r([Hd

0 H]) =
n− 1 + |Sd |, i.e., columns in [Hd

0 H] are linearly independent,
for any Δθi 	= 0, i ∈ Sd , and θ ∈ Rn−1 , we have

∑
i∈Sd Δθi ·

h0,i 	=
∑

j∈N−r θj · hj . As h0,i , i /∈ Sd , is linearly dependent
on columns of H, for any Δθi , there exist θ′ ∈ Rn−1 such that∑

i /∈Sd Δθi · h0,i =
∑

j∈N−r θ
′
j · hj . For any FDI attacks a =

H0 · Δθ, where Δθi 	= 0, i ∈ Sd , we have a − ∑
i /∈Sd Δθi ·

h0,i 	=
∑

j∈N−r θj · hj . This means that for any FDI attacks a =
H0 · Δθ, where Δθi 	= 0, i ∈ Sd , a 	= ∑

j∈N−r (θj + θ′j ) · hj .
That is, the specific FDI attacks are not in the column space of
H, and can be detected. �

To demonstrate Theorem 2, we analyze the detection of FDI
attacks in the 3-bus system shown in Fig. 1, where the reactance
of the transmission lines are x12 = 0.03 p.u., x13 = 0.05 p.u.
and x23 = 0.08 p.u. The rank of the composite matrix increases
from 2 to 3 by updating the reactance of transmission line,
connecting bus 1 and 2, from 0.03 p.u. to 0.033 p.u. Remov-
ing the columns in H0 , which is linearly dependent on the
columns in H, we have Hd

0 = h0,1 , i.e., r([Hd
0 H]) = n = 3

and h0,1 	= ∑
i /∈Sd Δθi · h0,i +

∑
j∈N−r θj · hj . Then for any

specific FDI attacks a = H0 · Δθ, Δθ ∈ R2 , Δθ1 	= 0, a can-
not be expressed as the weighted sum of the columns in H, i.e.,
a is not in the column space of H, and any specific FDI attacks
a = H0 · Δθ, Δθ1 	= 0 can be detected.

As described in Theorem 2, FDI attacks a = H0 · Δθ, where
Δθi 	= 0, i ∈ Sd , can be detected if r([Hd

0 H ]) = n− 1 +
|Sd |. The relationship between the probability of detecting FDI
attacks and the rank of the composite matrix can be expressed
as follows.

Remark 3: For a given composite matrix satisfying
r([Hd

0 H]) = n− 1 + |Sd |, the probability of detecting FDI
attacks increase when the number of attacked state increases,
and the probability of detecting FDI attacks increase when the
rank of the composite matrix increases.

That is, for a given |Sd |, satisfying r([Hd
0 H]) = n− 1 +

|Sd |, the detection probability increases when ‖Δθ‖0 increases,
and for a given number of attacked states, i.e., ‖Δθ‖0 , the
detection probabilities increases when |Sd | increases.

Partial FDI attacks can also be identified by the new matrix
H in secure reactance perturbation even though the composite
matrix is not full column rank. The identification condition for
specific attack can be described as

Theorem 3 (Partial Attack Identification Condition): For a
given composite matrix [H0 H], H0 ,H ∈ Rm×(n−1) , suppose
Si is an index set of some columns in H0 , such that r([Hi

0 H]) =
n− 1 + |Si |, where Hi

0 is the matrix consisting of columns in
H0 indexed by Si , and |Si | is the cardinality of set Si . Specific
FDI attacks a = H0 · Δθ, Δθ ∈ Rn−1 , can be identifiable if
for any i /∈ Si , Δθi = 0.

Proof: For specific FDI attacks a = H0 · Δθ, Δθ ∈ Rn−1 ,
∀i /∈ Si , Δθi = 0, the compromised measurement in (10) can
be reformulated as:

za =
[
Hi

0 H
] ·

[
Δθi

θ

]
, (19)

where Hi
0 consists of the columns in H0 indexed by Si ,

and Δθi ∈ R|S i | composed of Δθi , i ∈ Si . As r([Hi
0 H]) =

n− 1 + |Si |, [Δθi
T

ΔθT ]T ∈ Rn−1+ |S i |, i.e., matrix [Hi
0 H]

is invertible. Hence any vector [Δθi
T

ΔθT ]T can be calcu-
lated accurately. That is, a = H0 · Δθ, ∀i /∈ Si , Δθi = 0 can
be identified. �

As described in Theorem 3, FDI attacks can be identified by
the composite matrix, satisfying r([Hi

0 H]) = n− 1 + |Si |, if
∀i /∈ Si , Δθi = 0. The relationship between the identification
probability and the number of attacked states can be described
as follows:

Remark 4: For a composite matrix, satisfying r([Hi
0 H]) =

n− 1 + |Si |, the probability of identifying FDI attacks de-
creases when the number of attacked states increases, and the
probability of identifying FDI attacks increases when |Si | in-
creases.

That is, for a given |Si |, the identification probability de-
creases when ‖Δθ‖0 increases, and for a given number of at-
tacked states ‖Δθ‖0 , the identification probability increases
when |Si | increases.

Even though Theorem 1, 2 and 3 are deduced based on FDI
attacks in DC state estimation, such conclusions can be gen-
eralized to FDI attacks constructed based on linearized power
flow model [16], [18] by replacing the measurement matrix H
with locally linearized measurement matrices of the nonlinear
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power flow equations, where such attacks can hardly be detected
by bad data detection in nonlinear AC state estimation without
reactance perturbation.

As defined in Theorems 2 and 3, Sd is the index set of
columns in H0 excluding those linearly dependent on the
columns of H, and Si is a index set of some columns in H0 ,
such that r([Hi

0 H]) = n− 1 + |Si |, we have columns in H0 ,
h0,i , i /∈ Sd , is linearly dependent on columns in H, and h0,i ,
i ∈ Si , is linearly independent on columns in H. There might
be columns in H0 , h0,i and h0,j , such that h0,i and h0,j are
linearly independent on columns in H, respectively, while h0,i ,
h0,j and columns in H are not linear independent. That is, for
a given composite matrix M, columns in H0 can be divided
into 3 groups, columns outside of Sd , i.e., columns in H0 lin-
early dependent on columns in H, columns in Si , i.e., columns
in H0 linearly independent on columns in H, and columns in
Sd\{Si}. As there might be columns, linearly independent on
columns in H while not linearly independent on columns in Hi

0
and H, we have r([Hd

0 H]) 	= n− 1 + |Sd | when Sd\Si 	= ∅.
That is, r([Hd

0 H]) = n− 1 + |Sd | does not always holds for
all the possible composite matrices.

For a composite matrix M where Sd\Si 	= ∅, attack vec-
tor a = H0 · Δθ can be decomposed as

∑
i /∈Sd Δθi · h0,i +∑

i∈S i Δθi · h0,i +
∑

i∈Sd \S i Δθi · h0,i . As columns h0,i , i /∈
Sd depend on columns inH, there exists θ such that

∑
i /∈Sd Δθi ·

h0,i =
∑

j∈N−r θj · hj . As the columns in Sd\Si depend on
columns in [Hi

0 H], there exists Δθ′ and θ′ such that

∑

i∈Sd \S i

Δθi · h0,i =
∑

i∈S i

Δθ′i · h0,i +
∑

j∈N−r

θ′j · hj .

That is, FDI attacks a = H0 · Δθ, where Δθi 	= 0, i ∈ Sd , can
be expressed as

a =
∑

i /∈Sd

Δθi · h0,i +
∑

i∈S i

Δθi · h0,i +
∑

i∈Sd \S i

Δθi · h0,i

=
∑

i∈S i

(Δθi + Δθ′i) · h0,i +
∑

j∈N−r

(θj + θ′j ) · hj .

This means that there might be FDI attacks a = H0 · Δθ,
Δθi 	= 0, i ∈ Sd , where changes in states introduced by attack
vector a are well coordinated, such that Δθ + Δθ′ = 0 when
r([Hd

0 H]) = n− 1 + |Sd | does not hold, i.e., the attack vector
a is in the column space of H and a cannot be detected by the
new matrix in reactance perturbation. However, as the attacker
does not know the exact value of H, it is hard to coordinate the
injected attack vector such that the attack vector is undetectable.
Hence, we have the following remark.

Remark 5: Most of FDI attacks a = H0 · Δθ, Δθi 	= 0,
i ∈ Sd , can still be detected even though r([Hd

0 H]) 	= n−
1 + |Sd |, where Sd is the index set of rest columns in H0 by
removing columns linearly depending on columns in H.

That is, Theorem 2 can be relaxed and FDI attacks a =
H0 · Δθ can be detected by the new matrix H in reactance
perturbation in most of cases if there exits Δθi 	= 0, i ∈ Sd ,
even though r([Hd

0 H]) 	= n− 1 + |Sd |.

As described in Remark 3 and the description above, the
probability of detecting FDI attack increases when the rank of
the composite matrix [H0 H] increases, because r([Hd

0 H]) =
r([H0 H]). As r([Hi

0 H]) ≤ r([H0 H]), a composite matrix
with a larger rank maybe increase the rank of [Hi

0 H], and
the probability of identifying FDI attacks may increase when
the rank of the composite matrix increases (Remark 4). Hence,
we maximize the rank of the composite matrix in secure reac-
tance perturbation optimization to maximize the probability of
detecting FDI attacks.

IV. SECURE REACTANCE PERTURBATION OPTIMIZATION AND

MONITOR DESIGN

In this section, we formulate an optimization for secure re-
actance perturbation and design a heuristic algorithm to jointly
optimize the rank of the composite matrix and the power losses
introduced by reactance perturbation. An monitor is designed,
which uses the composite matrix obtained from secure reactance
perturbation optimization to detect and identify FDI attacks.

A. Secure Reactance Injection Optimization

In power system state estimation, a defender aims to maxi-
mize the probability of detecting FDI attacks and minimize the
power losses introduced by reactance perturbation. Hence, the
secure reactance perturbation problem (SRPP) can be formu-
lated as:

min
Δx

−α · r(M) + LS · Δx

s.t. (3), (4),

where (3) and (4) are constraints on reactance perturbation,
LS · Δx is the power losses introduced by reactance pertur-
bation, and M is the composite matrix as defined in (16). In
order to maximize the probability of detecting and identifying
FDI attacks in priority, the multiplier α must be positive and
sufficiently large.

There are difficulties in solving the SRPP above, because
1) we maximize the rank of the matrix (nonconvex) in SRPP.
It cannot be relaxed to maximize the nuclear norm [30] as in
minimizing matrix rank problems; 2) there are logical “OR”s in
constraint (4), which is nonconvex. Hence, the SRPP cannot be
solved directly.

Take the composite matrix M as a variable matrix [28], where
the entries in H0 are fixed and entries in H can be changed, the
SRPP is a special case in maximum rank matrix completion
(MRMC) problems. Inspired by the MRMC algorithm in [28],
we can maximize the rank of the composite matrix by updating
transmission line’s reactance one by one. Denote the composite
matrix asM(xij ) andM(x′ij ) with the reactance of transmission
line ij, xij and x′ij , respectively. For a composite matrix M, we
have the follow theorem:

Theorem 4: For a composite matrix M, r(M(xij )) <
min{m, 2 · (n− 1)}, as defined in (16), if the rank of the
matrix increase when changing the reactance on transmission
line, connecting bus i and j, from xij to x′ij , x

′
ij 	= xij , i.e.,

r(M(x′ij )) > r(M(xij )), then for any value of reactance on
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transmission line connecting bus i and j, x′′ij 	= x′ij 	= xij , we
have r(M(x′′ij )) > r(M(xij )).

Proof: Suppose r(M(xij )) = K, K < min{m, 2 · (n−
1)}. Denote the row index set of M(xij ) as Vr , and the col-
umn index set as Vc . Let Ms(xij ) be the sub-matrix composed
of elements indexed by set νr and νc , where |νr | = K + 1, νr ∈
Vr , and |νc | = K + 1, νc ∈ Vc , i.e., Ms(xij ) = M(xij )[νr ,νc ] ,
r(Ms(xij )) ≤ K.

We analyze the determinant of Ms(xij ) for the following
two cases: 1) There are no nonzero elements, related to xij ,
in Ms(xij ); 2) There are nonzero elements, related to xij , in
Ms(xij ), which can be denoted as hij , . . . , hk
 .

For any sub-matrix Ms(xij ) in case 1), we have: for any
x′ij 	= xij , det(Ms(x′ij )) = det(Ms(xij )) = 0. This means that
in case 1), r(Ms(x′ij )) ≤ K.

For any sub-matrix Ms(xij ) in case 2), the determinant of
Ms(xij ) can be expressed as [28]:

det(Ms(xij )) = 1/xij · (β · det(Ms(xij )[νr \{i},νc \{j}]) + · · ·
+ λ · det(Ms(xij )[νr \{k},νc \{
}])) + det(Ms(∞)) + b = 0,

(20)

whereMs(∞) is the matrix replacingxij with∞, b is a constant.
Obviously, for sub-matrix in case 2), det(Ms(xij )) is a linear
function of 1/xij . When the multiplier of 1/xij is nonzero, there
is only one solution to det(Ms(xij )) = 0, i.e., for anyx′ij 	= xij ,
det(Ms(x′ij )) 	= 0, and r(Ms(x′ij )) = K + 1. Else, the multi-
plier of 1/xij is zero, and for any x′ij 	= xij , det(Ms(x′ij )) = 0,
i.e., r(Ms(x′ij )) ≤ K.

In conclusion, if the multiplier of 1/xij in det(Ms(xij ))
is nonzero, for any x′ij 	= xij , we have r(Ms(x′ij )) >
K ≥ r(Ms(xij )). Else, for any x′ij 	= xij , we have
r(Ms(x′ij )) ≤ K. As r(M(x′ij )) = max{M(x′ij )[νr ,νc ]|ν ′r ∈
Vr , ν

′
c ∈ Vc, |ν ′r | ≥ K + 1, |ν ′c | ≥ K + 1}, if there exist x′ij 	=

xij such that r(M(x′ij )) > r(M(xij )) = K, there exist sub-
matrix Ms(xij ), such that r(Ms(x′ij )) > K ≥ r(Ms(xij )).
Then for any x′′ij 	= xij , r(M(x′′ij )) ≥ r(Ms(x′′ij )) > K.
Hence, the theorem holds. �

As described in Theorem 4, if the rank of the composite matrix
increases when we change branch reactance from xij to x′ij ,
x′ij 	= xij , any other reactance x′′ij 	= x′ij 	= xij can ensure the
increase in the rank of the composite matrix. Moreover, Theorem
4 provides an algorithm to find a maximum rank completion.
Indeed, suppose the rank of the current matrix isK, i.e., r(M) =
K, K ≤ min{m, 2 · (n− 1)}, one could change elements in x
one by one and check the rank of the new matrix. If the rank
of the matrix increases by changing xk
 , update xk
 with xk
 +
Δxk
 and change the other elements to increase rank repeatedly.
If there is no element in x to increase the rank or r(M) =
min{m, 2 · (n− 1)}, stop the iteration. In each iteration, we
check at most p times, and after at most n− 1 iterations (from
n− 1 to 2 · (n− 1)), the algorithm stops. That is, the algorithm
stops in polynomial time.

As the rank of the composite matrix is related to all the entries,
in each iteration, the decision on Δxij is related to all the pre-
vious decisions on Δx; we cannot separate the rank increasing
and cost minimizing process, i.e., we cannot maximize the rank

Algorithm 1: Secure Reactance Perturbation Algorithm.
Input: D, X0 , A, and x0

1: Initialization: X = X0 , x = x0 ,

M = D · [X0 X
] ·

[
AT

−r 0
0 AT

−r

]
;

2: while r(M) < 2 · (n− 1)
3: F = 0;
4: for each ij ∈ A
5: Δxij = τ · xij ;
6: xij = xij + Δxij ;

7: M′ = D · [X0 X
] ·

[
AT

−r 0
0 AT

−r

]
;

8: if r(M′) > r(M);
9: F = 1;
10: Δxij = arg minLS · Δx; % solve the

subproblem SP
11: xij = xij + Δxij ; % update reactance vector
x.

12: LS = LS(x); % update linear sensitivity
matrix.

13: X = diag(1./x); % update diagonal reactance
matrix X .

14: M = D · [X0 X
] ·

[
AT

−r 0
0 AT

−r

]
;

15: break;
16: end
17: end
18: if F == 0
19: break;
20: end
21: end

Output: x, M

first and minimize the operational cost in the end. Therefore,
in the kth iteration, if it will increase the rank of the matrix by
changing xij , we solve the following subproblem (SP):

min
Δx(k )

LS(x(k)) · Δx(k)

s.t. (1 + τ) · x0 ij ≤ Δx(k)
ij + x

(k)
ij ≤ (1 + τ · x0 ij ),

|Δx(k)
ij | ≥ ω · |x0 ij |,

Δx(k)
−ij = 0, (21)

where LS(x(k)) is the linear sensitivity matrix on the current
state x(k) in the kth iteration, x(k)

−ij are other elements in x(k)

except x(k)
ij , and x0 ij is the original line reactance, i.e., transmis-

sion line’s reactance when there is no D-FACTS devices. After
changing reactance, the sensitivity matrix LS need to be up-
dated. The secure reactance perturbation algorithm is presented
in Algorithm 1.

As shown in Algorithm 1, the input consists of the sensor
deployment matrix D, original diagonal branch reactance ma-
trix X0 , and topology incidence matrix A. The output of the
algorithm is given by the final branch reactance vector x and
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composite matrix M. At initialization, we let X = X0 , x = x0 ,
and generate an original composite matrix. In lines 2-21, we
increase the rank of the matrix by changing the entries of x
one after another when r(M) < 2 · (n− 1). F is a flag used to
record the increase of the rank when changing xij , ij ∈ A. The
algorithm stops if the rank of the new matrix does not increase
by changing all entries in x one by one. That is, the algorithm
stops if the algorithm cannot increase the rank of the compos-
ite matrix any further. If the rank of the matrix increases when
changing entry in x from xij to xij + Δxij , we solve the sub-
problem of SRPP in line 10 to obtain the optimal reactance
perturbation Δxij . Linear sensitivities matrix is updated on
line 12.

As we minimize operational cost at each iteration, the final
operational cost may be related to the searching sequence of xij ,
and the final operational cost may not be the global optimum.
Moreover, the secure reactance perturbation algorithm above
cannot ensure the maximal rank as the rank may not increase by
changing only one of the entries of x as discussed in [28].

B. Monitor for Detecting and Identifying FDI Attacks

In this part, we design a monitor to detect and identify FDI
attacks in both noiseless and noisy systems, where the input of
the monitor is the previous measurement matrix H0 , the new
measurement matrix in secure reactance perturbation H, and the
compromised measurement za , while the output is the detection
result and the value of identified attack vector.

As discussed in Section III, any FDI attacks can be detected
in noiseless case if attack vector a = H0 · Δθ is not in the col-
umn space of the new measurement matrix H, i.e., a /∈ C(H).
As the real measurement z = H · θ is within the column space
of H, we can easily detect the originally covert FDI attacks in
reactance perturbation by checking if the compromised mea-
surement is within the column space of the new measurement
matrix H. Specifically, the detection result is

ψ(Λ) =
{

True r([H za ]) > r(H),
False otherwise.

(22)

As the accuracy of the detection strategy above may be af-
fected by measurement noise, which is usually exist in practice, a
new detection method need to be designed in systems with mea-
surement noise. In systems with measurement noise, we design a
measurement residual based detection strategy in reactance per-
turbation. Specifically, the monitor alarms, i.e., ψ1(Λ) = True,
when the measurement residual satisfies:

‖za − H · (HT · H)−1 · HT · za‖2 > γ2 ,

where γ is a preset threshold related to the detection confidence
probability.

Based on Theorem 3, changes in voltage phase angles, i.e.,
system states, introduced by attack vector a in both noiseless
and noisy systems, can be estimated as:

[
Δθ̂

i

θ̂

]
=

([
Hi

0 H
]T · [Hi

0 H
])−1

· [Hi
0 H

]T · za .

Using the estimated changes in system states, the identified
attack vector, i.e., ψ2(Λ), can be calculated as:

ψ2(Λ) = H ·
[

Δθ̂
i

0

]
,

where 0 denotes that the changes of states, outside of the index
set Si , are assumed to be zeros.

V. NUMERICAL SIMULATION

We empirically explore the performance of attack mitigation
in both noiseless and noisy cases, and the effect of secure reac-
tance perturbation on power losses. A 6-bus power system [31],
and the IEEE 57-bus test system [32] are used in our case studies.
We assume that all test systems are fully measured. Other con-
figuration data, such as branch impedance, transmission lines’
power flow limits, and generation limits, are obtained from the
MATPOWER packages [33]. Linear sensitivities matrices are
calculated based on the parameters above, and are updated once
line reactance changes. Load demand is given and assumed to
be constant. The constraints on the changes in line reactance are
set to τ = −10%, τ = 10%, and ω = 5%.

In order to verify the relationship amongst detec-
tion/identification probabilities, the number of modified state,
and the rank of composite matrix, we simulate the detection
and identification of FDI attacks in the 6-Bus power system and
the IEEE 57-Bus power system with noiseless setting. In each
simulation, we generate Δθ randomly with a fixed number of
modified states, i.e., ‖Δθ‖0 = q, q = 1, . . . , n− 1, and inject
attack vector a = H0 · Δθ is injected into the real measurement
H · θ, where θ is randomly generated. For a given number of
modified states, we simulate the case 1000 times to average the
probability of detecting and identifying FDI attacks.

As discussed in Section IV-B, FDI monitor alarms when the
compromised measurement are not in the column space of the
new measurement H, and FDI attacks are detected successfully
when ψ1(Λ) = True and attack vector a 	= 0. Moreover, FDI
attacks are identified exactly if the deviation between the attack
vector a and the estimated attack vector â is no larger than a
preset threshold ε, i.e.,

‖a − â‖2

‖a‖2
· 100% ≤ ε. (23)

Here, ε = 5%. The probabilities of detecting and identifying
FDI attacks in the noiseless 6-bus and 57-bus power systems
are given in Figs. 2 and 3.

As shown in Fig. 2, the detection probabilities of FDI attacks
increase significantly with the increase of the composite matrix’s
rank and the detection probabilities increase when the number
of attacked states increases. The reason is that the monitor can
detect FDI attacks a = H0 · Δθ, where Δθi 	= 0, i ∈ Sd , and
the probability of detecting FDI attacks increase when |Sd |
increase; here, the rank of M increases, or ‖Δθ‖0 increases, i.e.,
the number of the attacked states increases. No FDI attack can
be detected without reactance perturbation, i.e., r(M) = n− 1,
and all FDI attacks can be detected in the 6-bus system when
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Fig. 2. Probabilities of detecting FDI attacks in noiseless power systems. (a)
Detection probabilities in the noiseless 6-bus system. (b) Detection probabilities
in the noiseless 57-bus system.

the composite matrix is full column rank. Constrained by the
system topology (p = 80 ≤ 2 · (n− 1)), the composite matrix
in the IEEE 57-Bus power system is not full column rank, and
the probability of detecting FDI attacks, with a fixed number of
attacked state q = 1, is no larger than 60%.

As shown in Fig. 3, the probabilities of identifying FDI at-
tacks increase with the increase of the composite matrix’s rank.
Different from the probabilities of detecting FDI attacks in reac-
tance perturbation, the probabilities of identifying FDI attacks
decrease when the number of attacked states increases. The rea-
son is that monitor can only identify FDI attacks a = H0 · Δθ,
where for any i /∈ Si , Δθi = 0, and the probabilities of iden-
tifying FDI attacks decrease when ‖Δθ‖0 increases, i.e., the
number of the attacked meters increases. Similar to the proba-
bilities of detecting FDI attacks, the original covert FDI attacks
cannot be identified when there is no reactance perturbation,
i.e., r(M) = n− 1, and all FDI attacks can be identified in the
6-bus system when the composite matrix is full column rank.
The probability of identifying FDI attacks is no larger than 40%
in the 57-bus system, because of the limits on power system
topology. FDI attacks can hardly be identified when the number
of attacked meters is more than 5, i.e., q ≥ 5, because there ex-
ists i /∈ Si , Δθi 	= 0 with a high probability and Theorem 3 is
not satisfied.

Fig. 3. Probabilities of identifying FDI attacks in noiseless power systems.
(a) Identification probabilities in the noiseless 6-bus system. (b) Identification
probabilities in the noiseless 57-bus system.

In order to verify the effect of measurement noise on the
performance of attack detection and identification, we compare
the detection and identification probabilities in noiseless and
noisy cases. In systems with measurement noise, zero mean
Gaussian distribution noises are introduced in the compromised
measurements, i.e., za = H · θ + H0 · Δθ + e, where the stan-
dard deviation of the ith meter is σi = 0.01 p.u. [34]. In sys-
tems with measurement noise, FDI monitor alarms when the
measurement residual is larger than a preset threshold γ, which
is set to γ = 0.1 here. We simulate with the maximal rank of
the composite matrix, i.e., r(M) = 10 in the 6-bus system and
r(M) = 80 in the IEEE 57-bus test system. To verify the effect
of measuremen noises on detection probablities, we record the
true positive (TP) rate when there are FDI attacks and mea-
surement noises, and the false positive (FP) rate when there
are measurement noises without attacks. For a given number
of attacked state, i.e., ‖a‖0 = q, q = 1, . . . , n− 1, we simulate
1000 times to average TP rate and FP rate. The attack detection
probabilities in 6-bus and 57-bus power systems are given in
Fig. 4.

As shown in Fig. 4, the probabilities of detecting FDI attacks
increase with the number of attacked state in both noiseless and
noisy cases. The true positive rate in noisy cases is a little lower
than that in noiseless systems, and the deviation in true posi-
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Fig. 4. Probabilities of detecting FDI attacks in noiseless and noise cases.
(a) Detection probabilities in the 6-bus system, r(M) = 10. (b) Detection prob-
abilities in the 57-bus system, r(M) = 80.

tive rate decreases with the increase of the number of attacked
state. In the 6-bus system, the true positive rate is more than
95% when the number of attacked state is no less than 2, i.e.,
q ≥ 2. Moreover, the false positive rates are almost 0 in both
noiseless and noisy 6-bus power systems. In the 57-bus system,
the true positive rate is more than 90% when q ≥ 5. Moreover,
the false positive rates are near to 0 in both noiseless and noisy
57-bus power systems. That is, measurement noises can slightly
reduce the true positive rates in detecting FDI attacks, and such
deviation decreases with the increase of the number of attacked
state. Moreover, such measurement noises have little effect on
false positive rates in detecting FDI attacks.

To verify the effect of measurement noise on attack identifica-
tion, we give the identification probabilities and the estimation
deviation in (23). Specifically, in noise system, we calculate the
average estimation deviation in cases, where attack vector a is
exactly identified in noiseless cases. The attack identification
probabilities and estimation deviations in the 6-bus and 57-bus
power systems are given in Fig. 5.

As shown in Fig. 5(a), the probability of identifying FDI at-
tacks in noisy 6-bus system is smaller than that in noiseless
6-bus system, because of the existence of measurement noises.
The deviation between identification probabilities in noiseless
and noisy cases decreases when the number of attacked state
increases. Corresponding to the identification probability, the
estimation deviation in noisy 6-bus system is larger than that
in noiseless 6-bus system. The probability of identifying FDI
attacks in noiseless 57-bus system is quite small, because the

Fig. 5. Probabilities of identifying FDI attacks in noiseless and noise cases. (a)
Identification probabilities in the 6-bus system. (b) Identification probabilities
in the 57-bus system.

maximal rank of the composite matirx is much smaller than
2 · (n− 1), i.e., r(M) = 80 < 112. Effected by the measure-
ment noise, the identification probability in noisy 57-bus system
is almost 0. Corresponding to the identification probabilities, the
estimation deviation is much higher than the preset threashold.
That is, in full column rank cases, such as the 6-bus power
systems, measurement noises slightly reduce the porbabilities
of identifying FDI attacks, and the effect of measurement noise
decreases with the increase of the number of attacked state.
However, in non-full column rank case, such as the 57-bus
power systems, measurement noises can significantly reduce
the identification probabilities, and attack vectors can hardly be
identified in such cases.

To verify the effect on the operational cost in reactance per-
turbation, we compare the power losses on transmission lines
in reactance perturbation with that of the normal case, where
the transmission line’s reactance is not changed by D-FACTS
devices. For the 6-bus system, the power losses on transmission
lines are 6.91 MW (total load is 210 MW) when the transmis-
sion line’s reactance is not changed by D-FACTS devices, while
the power losses are 6.61 MW by changing the reactance of
line 1–2 (from 0.2 p.u. to 0.22 p.u.), line 1–4 (from 0.2 p.u.
to 0.18 p.u.), line 2–3 (from 0.25 p.u. to 0.275 p.u.), line 2–5
(from 0.3 p.u. to 0.27 p.u.), line 2–6 (from 0.2 p.u. to 0.18
p.u.). Similarly, the power losses on transmission lines in the
57-bus system are 16.51 MW (total load is 1250.8 MW) when
the transmission line’s reactance is not changed by D-FACTS
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devices, while the power losses are 16.42 MW by changing the
reactance of line 1–2, 1–15, 1–16, 3–4, 4–5, 4–6, 4–18, 6–7,
8–9, 9–10, 9–11, 9–12, 9–13, 11–41, 13–14, 13–15, 22–23, 24–
25, 36–37, 37–38, 38–44, 41–42, 48–49, and 49–50. Obviously,
compared with the case that transmission line’s reactance is not
changed by D-FACTS devices, the power losses in the 6-bus and
57-bus system decrease slightly for secure reactance perturba-
tion. That is, secure reactance perturbation can not only enhance
the detection and identification of FDI attacks, but also reduce
the power losses on transmission lines, i.e., reduce operational
cost, by optimizing the power flow on transmssion lines.

In the proposed secure reactance perturbation strategy, we
make decisions on transmission line’s reactance one by one,
where the decision on the current transmission line’s reactance
is related to the other lines’ reactance. Even though, solutions
to the secure reactance perturbation algorithm are not globally
optimal, we assert that the results can enhance the detection
and identification of FDI attacks without greatly increasing the
power losses on transmission lines. Measurement noises have
little effect on detection probabilities, but they introduce large
estimation deviations in attack identification when the compos-
ite matrix is not full column rank. Future work will study new
strategies to enhance the identification of FDI attacks in non-full
column rank system with measurement noises.

VI. CONCLUSION

In this paper, we analyze the conditions for detecting and
identifying FDI attacks in the presence of secure reactance per-
turbation. We further design an algorithm to jointly optimize
the probability of detecting and identifying FDI attacks and
the operational cost associated with reactance perturbation. We
demonstrate that FDI attacks can be detected with high likehood
in both noiseless and noise systems, and almost all the possibel
FDI attacks can be detected when the composite matrix is full
column rank. Moreover, FDI attacks can also be identified with a
high probablities in noiseless and noisy cases when the system is
full column rank. We conclude that our proposed algorithm can
enhance the detection and identification of FDI attacks without
greatly increasing the operational cost of power systems.
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