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Abstract—This paper studies distributed joint secrecy and
compression suitable for sensor networks. A capacity region that
characterizes the tradeoff between compression and secrecy is
derived. We demonstrate for the two-node case that under the
restriction of separate enciphering (i.e., no inter-node collabora-
tion) unconditional secrecy by both parties cannot be achieved si-
multaneously. A fundamental design rule for lightweight encoder
implementation critical for secrecy based on distributed source
coding using syndromes and Reed-Solomon codes is presented
highlighting practical feasibility.

I. INTRODUCTION AND BACKGROUND

Sensor networks are characterized, in part, by their densely
distributed and resource-constrained nodes. Accordingly, much
recent theoretical and algorithmic research has been dedicated
to the problem of nodes compressing correlated data separately
without collaboration, known as distributed source coding [1].
Often, the sensor data collected may be of a sensitive nature
requiring confidentiality; a common threat model for sensor
networks involves a small subset of adversaries who each
intercepts one transmit stream, and correspondingly collude to
deduce some aspects of the sensed information. In this paper,
we therefore consider the additional secrecy requirement, in
which nodes must separately encipher and compress their data
such that adversaries collectively learn as little as possible.
This problem is made difficult by the assumption that sensors
are not to use any cryptographic keys for reasons of cost, and
all channels are noiseless in the sense that wiretap codes [2]
cannot be used.

The problem addressed in this work was first addressed
by Deslauriers in [3] and termed distributed encryption.
Deslauriers tacitly assumes the use of deterministic encoders,
and deduced that perfect (or unconditional) secrecy cannot
be achieved. In the proposed work we derive the complete
capacity region (absent in [3]), which characterizes the optimal
secrecy and compression tradeoffs, while also considering
stochastic encoders in the necessity argument (converse the-
orem). Our conclusions are the same as Deslauriers: perfect
secrecy is not achievable even with stochastic encoding (not
considered in [3]). Since perfect secrecy is not achievable, we
define a practical measure of secrecy based on weakly secure
network codes [4]. Although it turns out that any good Slepian-
Wolf (SW) code satisfies the optimal secrecy-compression
tradeoff that we derive in this paper, we will show that only

non-systematic SW codes may satisfy our practical measure of
secrecy. We also provide the first (deterministic) lightweight
encoder implementation to this problem based on cyclic code
circuit implementations.

Naturally, our work uses results from the distributed source
coding community [1], [5], [6]. The distributed encryption
problem is also analogous to traditional secret sharing [7]–[9]
or the wiretap channel II [10], [11] in that the adversaries are
restricted to have access to only a small subset of the encoded
data thus hindering their goal. The distributed encryption
problem is distinct because there is more than one “secret”
to protect, these secrets are correlated, and the problem is
distributed in nature. As a result the well-known security
strategies of [7]–[11] such as inter-node collaboration, shared
cryptographic keys, and common randomness that are used
to achieve perfect secrecy do not apply to the addressed
formulation. For example, in [10] a random codeword is
chosen from a coset to confuse the adversary; in our problem
randomness is not centralized, nor coordinated across the
different sensors, and so wiretap channel II codes cannot be
employed.

The advantage of the proposed joint enciphering and com-
pression, is that it introduces no additional encoding com-
plexity beyond what is incurred by distributed source coding.
Hence if resources are available, traditional key-based cryp-
tography can be applied after the proposed encoding.

In Sect. II, we summarize notation and formulate the
distributed encryption problem. Our first contribution, in which
we derive optimal secrecy-compression tradeoffs (or capacity
region) is presented in Sect. III. Our second contribution is
detailed in Sect. IV where we define what it means for a
practical scheme to be secure, and outline a design rule for
lightweight encoder implementation.

II. PRELIMINARIES

A. Notation

Unless otherwise stated, let upper-case letters denote ran-
dom variables, e.g. X , caligraphic upper-case letters denote
finite sets, e.g. X , lower-case letters denote realizations, e.g.
x, and superscripted letters denote vectors, e.g. xn. The prob-
ability mass function (pmf) is denoted using PX . A Markov
chain X,Y,Z in that order is denoted X ↔ Y ↔ Z if and
only if the joint pmf can be factored as PX,Y,Z = PX|Y PZ|Y .
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H(X) is the entropy of X , H(X|Y ) is the conditional entropy
of X given Y , and I(X;Y ) is the mutual information between
X and Y [12]. Matrices are given by upper-case bold letters,
e.g. A.

B. Problem Formulation

Let Sk
A ∈ Sk

A and Sk
B ∈ Sk

B denote Alice and Bob’s
messages resp., which are generated by the joint discrete
memoryless source (DMS) given by (1).

P k
SA,SB

(sk
A, sk

B) =
k∏

i=1

PSA,SB
(sA,i, sB,i) (1)

Our problem is summarized in Fig. 1. Alice and Bob are to
encipher their Sk

A, Sk
B separately without cooperation creating

Xn
A ∈ Xn

A and XN
B ∈ XN

B resp. (note, n and N may be
different, and N is not a RV). The base station receives
both Xn

A and XN
B , and its goal is to reconstruct Sk

A and Sk
B

with negligible probability of error. Let the triple (fA, fB , ϕ)
denote Alice’s (possibly stochastic) encoder, Bob’s (possibly
stochastic) encoder, and the base station’s decoder resp. Here
fA : Sk

A → Xn
A , fB : Sk

B → XN
B , and ϕ : Xn

A ×XN
B → Sk

A ×
Sk

B . Also PfA(Sk
A),fB(Sk

B)|Sk
A,Sk

B
= PfA(Sk

A)|SkA PfB(Sk
B)|Sk

B

from the separate encoding requirement, and hence XN
B ↔

Sk
B ↔ Sk

A ↔ Xn
A forms a Markov chain.1 The rate of Alice

and Bob’s enciphered messages are defined as

RA � log2 ‖fA‖
k

(2)

RB � log2 ‖fB‖
k

. (3)

Here ‖fA‖ denotes the number of possible outputs from
Alice’s encoder, and similarly ‖fB‖ for Bob’s encoder.

In Fig. 1, the eavesdropper Eve is allowed to select either
Xn

A or XN
B , but not both. Depending on which enciphered

message Eve selects, the equivocation rate of Eve with respect

1Instead of having fA and fB output non-negative integers as is usually
the case in a source coding problem formulation, fA and fB output blocks
of symbols to match the practical implementation in Sect. IV.
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Source
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j
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Fig. 1. Separate Enciphering by Alice and Bob with Eavesdropping by Eve

to (w.r.t.) Alice and Bob are defined as

∆A � H(Sk
A|Xn

A)
k

(4)

∆B � H(Sk
B |XN

B )
k

. (5)

The idea is that if Eve intercepts Alice’s Xn
A, then she is

only interested solely in Alice’s Sk
A and not Bob’s Sk

B , and
vice versa.2 Equivocation rates of ∆A = H(SA) for Alice
and ∆B = H(SB) for Bob are desired as this implies
H(Sk

j |Xn
j ) = kH(Sj) = H(Sk

j ) for j = A or j = B, which
means Eve is no better off with Xn

j than she was without it.
We say a quadruple (dA, dB , rA, rB) (corresponding to

(∆A,∆B , RA, RB)) is achievable if there exists a (fA, fB , ϕ)
such that for all ε > 0 (arbitrarily small) and k sufficiently
large the following are satisfied:

Pr{(Sk
A, Sk

B) �= (Ŝk
A, Ŝk

B)} ≤ ε (6)

RA ≤ rA + ε (7)

RB ≤ rB + ε (8)

dA − ε ≤ ∆A ≤ dA (9)

dB − ε ≤ ∆B ≤ dB (10)

where

Xn
A = fA(Sk

A) (11)

XN
B = fB(Sk

B) (12)

(Ŝk
A, Ŝk

B) = ϕ(Xn
A,XN

B ) (13)

and the separate enciphering constraint is enforced through the
Markov chain (easily proved)

XN
B ↔ Sk

B ↔ Sk
A ↔ Xn

A. (14)

In addition, all parties, Alice, Bob, Eve, and base station have
complete knowledge of (fA, fB , ϕ).

III. THE CAPACITY REGION

The capacity region R, defined to be the closure of the
set of rate quadruples (dA, dB , rA, rB) that are achievable
(see Section II-B), is described in Theorem 1 for the general
distributed encryption problem.

Theorem 1: The capacity region is the closure of the union
of all (dA, dB , rA, rB) satisfying

dA + dB ≤ I(SA;SB) (15)

rA ≥ H(SA|SB) (16)

rB ≥ H(SB |SA) (17)

rA + rB ≥ H(SA, SB) (18)

rA + dA ≥ H(SA) (19)

rB + dB ≥ H(SB). (20)

2This may seem a strange assumption, however it is similar to [13] in which
a legitimate subscriber has complete knowledge of one random vector, but is
to be kept ignorant about another correlated random vector. To abandon this
assumption, it is necessary that H(SA) = H(SB), which is usually the case
in a sensor network environment.
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Theorem 1 also gives us the impossibility result that uncon-
ditional secrecy cannot be achieved by both Alice and Bob
simultaneously. For Alice and Bob to both achieve uncon-
ditional secrecy, it would be necessary to have dA + dB =
H(SA) + H(SB), but (15) denies this since I(SA;SB) ≤
H(SA, SB) ≤ H(SA) + H(SB).

A. Proof of Converse of Theorem 1

Assume that some (dA, dB , rA, rB) is achievable such that
(6) to (13) are satisfied with the Markov constraint in (14).
Then we shall show that the following bounds of (15) to (20)
for all ε > 0 are necessarily true.

First we prove (15) is necessarily true. To make use of (6),
we call upon Fano’s inequality

H(Sk
A, Sk

B |Ŝk
A, Ŝk

B) ≤ h(ε) + εk log2 |SA||SB | � kεk (21)

where Pr{(Sk
A, Sk

B) �= (Ŝk
A, Ŝk

B)} < ε, εk → 0 as k → ∞
and h(p) is the binary entropy function defined as

h(p) = −p log2 p − (1 − p) log2(1 − p). (22)

We state the following well-known lemma for Markov chains
whose simple proof can be derived by the reader or be found
in [2].

Lemma 1: If X ↔ Y ↔ Z forms a Markov chain, then

I(X;Y |Z) = I(X;Y ) − I(X;Z). (23)

Now we proceed with the proof and write H(Sk
A, Sk

B) in
two ways. First we have

H(Sk
A, Sk

B) = H(Sk
A) + H(Sk

B) − I(Sk
A;Sk

B)
= H(Sk

A) + H(Sk
B) − kI(SA;SB). (24)

We can also write

H(Sk
A, Sk

B) = H(Sk
A, Sk

B |Ŝk
A, Ŝk

B) + I(Sk
A, Sk

B ; Ŝk
A, Ŝk

B)
≤ I(Sk

A, Sk
B ;Xn

A,XN
B ) + kεk (25)

due to Fano’s inequality. Applying the chain rule gives

I(Sk
A, Sk

B ;Xn
A,XN

B )
= I(Sk

A;Xn
A,XN

B ) + I(Sk
B ;Xn

A,XN
B |Sk

A)
= I(Sk

A;Xn
A) + I(Sk

A;XN
B |Xn

A) + I(Sk
B ;Xn

A,XN
B |Sk

A)
= I(Sk

A;Xn
A) + I(Sk

A;XN
B |Xn

A)
+I(Sk

B ;Xn
A|Sk

A) + I(Sk
B ;XN

B |Sk
A,Xn

A)
= I(Sk

A;Xn
A) + I(Sk

A;XN
B |Xn

A)
+I(Sk

B ;XN
B |Sk

A,Xn
A) (26)

since I(Sk
B ;Xn

A|Sk
A) = 0. The original Markov chain of (14)

induces XN
B ↔ Sk

B ↔ (Sk
A,Xn

A), and using Lemma 1 we
obtain

I(Sk
B ;XN

B |Sk
A,Xn

A) = I(Sk
B ;XN

B ) − I(XN
B ;Sk

A,Xn
A)

= I(Sk
B ;XN

B ) − I(Xn
A;XN

B )
−I(Sk

A;XN
B |Xn

A) (27)

where the final equality made use of the chain rule again.
Therefore applying (27) to (26) provides

I(Sk
A, Sk

B ;Xn
A,XN

B )
= I(Sk

A;Xn
A) + I(Sk

B ;XN
B ) − I(Xn

A;XN
B )

= H(Sk
A) − H(Sk

A|Xn
A) + H(Sk

B)
−H(Sk

B |XN
B ) − I(Xn

A;XN
B )

≤ H(Sk
A) − H(Sk

A|Xn
A) + H(Sk

B) − H(Sk
B |XN

B ).(28)

Combining (24), (25), (28) and using the definition of equiv-
ocation rate (see (4) and (5)) gives the desired upper bound
of (15). Equations (16) to (18) are a result of the SW theorem
[5], and (19) and (20) follow simply from the chain rule:

H(Sk
A) = kH(SA)

≤ H(Sk
A,Xn

A)
= H(Xn

A) + H(Sk
A|Xn

A)
≤ log2 ‖fA‖ + H(Sk

A|Xn
A). (29)

Now dividing by k and using the definitions for rate and equiv-
ocation rate (see (2) and (4)), and then using the definition of
achievability of these rates (see (7) and (9)) results in

H(SA) ≤ RA + ∆A

≤ (rA + ε) + dA (30)

which is the desired (19) by letting ε → 0. Bob’s rate-
equivocation sum, (20), follows in the same way.
Remark: The same result can be obtained for deterministic
encoders by using H(Xn

A|Sk
A) = H(XN

B |Sk
B) = 0. However,

the proof of (15) makes no such assumption so as to include
the possibility of stochastic encoding. Since both deterministic
and stochastic encoding regions turn out to be equal, the rest
of the paper deals explicitly with deterministic encoding.

B. Proof Sketch of Direct Part of Theorem 1

The bounds of (16) to (18) are again from the SW theorem.
For simplicity we approximate the size and probabilities of
strongly typical sets and their members resp. for a block length
k → ∞. Using the SW theorem proof in [12], Alice has
approx. 2kRA bins containing typical strings sk

A. Since the
assignment of sk

As to the bins are uniform, asymptotically
we expect approx. 2kH(SA)/2kRA typical strings per bin. This
means if Alice sends a bin index using kRA bits or a rate of
RA, Eve is confused as to which of the 2kH(SA)/2kRA strings
is the correct one. As the typical strings are almost uniformly
distributed in the asymptotic scenario, Eve’s equivocation rate
is ∆A = H(SA)−RA. Bob performs the same encoding using
a different set of bins and so ∆B = H(SB)−RB . This imme-
diately shows ∆A + RA = H(SA) and ∆B + RB = H(SB)
((19) and (20)) are achievable. The SW theorem allows us to
achieve approximately RA + RB = H(SA, SB), and so we
also have ∆A + ∆B = H(SA) + H(SB) − H(SA, SB) =
I(SA;SB), which gives (15).

The direct part of the proof cannot be implemented in
practice, as the bin-based encoders require large look-up table,
countering our efforts for efficient implementation.
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IV. PRACTICAL DISTRIBUTED ENCRYPTION CODES

In this section we derive low-cost implementations based
on linear distributed source codes.

A. Operational Overview

Assume that all strings of a fixed-length over GF (q) are
equiprobable, and that the Hamming distance between Alice
and Bob’s strings (not exceeding a threshold t) is the corre-
lation model. Recall that in a distributed source code (DSC),
linear codes may be used to partition the space of fixed-length
strings into bins analogous to the SW proof in [12].

To encode, let G =
(
G1

G2

)
be a h × k generator matrix of

a t-error-correcting linear code such that G1 is h1 × k and
G2 is h2 × k and h1 + h2 = h. The corresponding parity
check matrices H1 and H2 may be used to simultaneously
compress and secure (to be defined in the next subsection)
Alice and Bob’s strings, e.g. the output of the encoders are
H1s

k
A and H2s

k
B , where dH(sk

A, sk
B) ≤ t, and dH(·, ·) is the

Hamming distance.
Since any t symbols may differ between Sk

A and Sk
B ,

H(SA|SB) = t
k log2 q when SA = SB = GF (q). It can

be shown that the rates are RA = k−h1
k log2 q, and RB =

k−h2
k log2 q (these rates should satisfy the SW theorem before

proceeding) while the equivocation rates are ∆A = h1
k log2 q

and ∆B = h2
k log2 q [10]. Therefore the equivocation sum

is ∆A + ∆B = h
k log2 q since h1 + h2 = h, however the

upper bound in (15) is I(SA;SB) = H(SA) − H(SA|SB) =
(1 − t

k ) log2 q. It can be shown that this scheme does not
achieve the optimal rate-equivocation tradeoff when a bounded
distance decoder is used. For example, t ≤ k−h

2 (the Singleton

bound), and since k ≥ h, I(SA;SB) ≥ ( k+h
2 )

k log2 q ≥
h
k log2 q = ∆A + ∆B follows.

To decode, the base station receives both syndrome vectors,
and looks in both cosets to find the two words that satisfy the
Hamming distance t bound. Since the super-code is t-error-
correcting, [6] showed there is a unique pair.3

B. Secrecy Model for Practical Implementation

In the previous section we reviewed linear distributed source
coding without considering a measure of secrecy. In this
section we propose the practical measure of secrecy used in
the rest of this paper.

Suppose Eve intercepts Alice’s H1s
k
A. Eve should not be

able to solve for any symbol in sk
A. Furthermore, if Eve

guesses g symbols of sk
A correctly, it is desirable that Eve

not learn any additional symbols from sk
A. Surprisingly, a

condition to prevent against this form of cryptanalysis is
related to the weakly secure network coding problem [4].
We give a simplified condition pertaining to our distributed
encryption problem.

Lemma 2: Let Ii be a 1 × k vector of 0s except the ith

position is a 1. If Eve’s number of guesses g is restricted to

3In this paper we do not address decoding complexity or the decoding
algorithm since our goal is inexpensive implementation of the encoder.

g < k − h1 and g < k − h2 for Alice and Bob’s messages
resp., and 


H1

Ij1
...

Ijh1


 (31)

is full rank for any distinct h1 Iis, then Eve’s guesses do not
provide her with anymore information; similarly for H2 using
any distinct h2 Iis. Furthermore, Eve cannot solve for any
symbols when she does not guess. (Theorems 2, Lemmas 2
and 3 from [4]).
We easily extended Lemma 2 to Proposition 1.

Proposition 1: The full rank condition of (31) is satisfied
iff any h1 columns of H1 has a non-zero determinant, and any
h2 columns of H2 has a non-zero determinant

Proof: We will show this is true for H1 and the same line
of reasoning follows for H2. Assume that H1 fails Lemma 2.
Then there exists h1 distinct Iis, {Ij1 , . . . , Ijh1

}, such that
for some (β1, . . . , βk−h1) ∈ GF (q)k−h1 − {(0, . . . , 0)} and
(γ1, . . . , γk−h1) ∈ GF (q)k−h1 − {(0, . . . , 0)} we have

(β1, . . . , βk−h1)H1 = γ1Iji
+ · · · + γh1Ijh1

(32)

i.e. {Ij1 , . . . , Ijh1
} is in the row space of H1. This is then

equivalent to

(β1, . . . , βk−h1)H
[{1,...,k}−{j1,...,jh1}]
1 = (0, . . . , 0) (33)

where H
[{1,...,k}−{j1,...,jh1}]
1 represents the k − h1 columns

with indices not from {j1, . . . , jh1}. There is a non-trivial so-
lution for (β1, . . . , βk−h1) only if detH[{1,...,k}−{j1,...,jh1}]

1 =
0.

Conversely, if there exists k − h1 columns of H1 that
has a zero determinant, then there exists (β1, . . . , βk−h1) ∈
GF (q)k−h1 − {(0, . . . , 0)}, such that a linear combination of
the rows of H1 using these βis as the scalars will result in
a vector with 0s in precisely the positions of these k − h1

columns (since a square matrix has a trivial or zero nullspace
iff it is full rank [14]). This means the other h1 positions can
actually be written as a linear combination of h1 Iis of the
same h1 positions, and hence H1 fails Lemma 2.

C. Partitioning a Channel Code for Secrecy

First we show the importance of properly partitioning a
generator matrix for secrecy by showing a “bad” partition.

Proposition 2: If G1 contains any column of 0s then Al-
ice’s encoder is not secure. If G2 contains any column of 0s
then Bob’s encoder is not secure.

Proof: Suppose the ith column in G1 is a 0-column. Then
the row space of H1 contains Ii, since the row space of H1 is
the dual space of G1, which contains those vectors orthogonal
to all vectors in the row space of G1. Therefore H1 fails
Lemma 2.
Proposition 2 immediately disqualifies the partitioning tech-
nique found in [15], since [15] partitions a systematic genera-
tor matrix G; no matter how a systematic matrix is partitioned
any partition will always have a 0-column.
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Towards this end we informally show that Reed-Solomon
(RS) codes can always be used when partitioned properly. RS
codes are cyclic, and so Alice and Bob can take advantage of
the simple cyclic code circuits implementations.

Proposition 3: Reed-Solomon codes may be used for se-
cure distributed encryption codes as defined by Lemma 2 when
they are partitioned appropriately.
Instead of giving a formal proof, we shall give an example,
which will illustrate the ideas. First, recall that the dual code
of a RS code is another RS code. It will be easiest to work
with the dual code. Let us take the (15, 11) RS code over
GF (16). A parity check matrix of this code is given by A,

A =




1 ξ · · · ξ14

1 ξ2 · · · ξ28

1 ξ3 · · · ξ42

1 ξ4 · · · ξ56


 (34)

where ξ is a primitive element in GF (16). If instead we use
A as a generator matrix, i.e. G = A, then we still have a RS
code that is now (15, 4) with minimum distance 12, and so
can correct up to t = 5 errors. Therefore let us assume that
Alice and Bob process 15 symbols over GF (16), S15

A and S15
B

resp. such that dH(S15
A , S15

B ) ≤ t = 5. Let G1, G2 be the top
two rows and bottom two rows of A resp.; the reader can check
that the resulting rates satisfy the SW theorem. Then the parity
check polynomial h1(x) is the recipricol of (x − ξ)(x − ξ2),
i.e. h1(x) = (x− ξ−1)(x− ξ−2), and similarly h2(x) = (x−
ξ−3)(x−ξ−4) [16]. This means the generator polynomials are
g1(x) = x15−1

(x−ξ−1)(x−ξ−2) and g2(x) = x15−1
(x−ξ−3)(x−ξ−4) since

RS codes are cyclic. This also means that g1(x) and g2(x) are
generator polynomials for RS codes, since both polynomials
have consecutive powers of ξ as roots, which by definition is
a RS code.4 Finally since both partitions are RS codes, any
parity check matrices H1 (resp. H2) will have the property
that any h1 (resp. h2) columns results in a non-singular square
matrix [16], and so satisfies Proposition 1, making H1 and
H2 secure matrices. Finally we could put H1 and H2 in a
nonsysematic cyclic form [16] to take advantage of a feed-
forward shift-register circuit implementation. Alternatively, at
a higher cost but faster, we could also put H1 and H2 in a form
that uses the partial syndrome circuit implementation. The base
station’s decoder would have to be modified to correspond to
the encoder implementation of course.

Before leaving this example, we note that had we not started
with the dual form of matrix A, partitioning any RS generator
matrix may not lead to RS code partitions. This is seen easily
by noting that if we had started with a systematic generator
matrix for a RS code and partitioned it as in [15], then the
resulting partitions will not be secure viz. Proposition 2. This
means the dual space of the partitioned codes do not have
parity check matrices satisfying Proposition 1, which implies
that the partitions are not RS codes.

4Note that in the SW code construction of [6] it does not matter what
error correcting capabilities the two subcodes G1, G2 have; only the error
correcting capabilities of the super-code G is important.

To summarize, the general idea used in the example above is
to find a generator matrix for a RS code such that partitioning
it by separating the top and bottom rows will still result
in individual RS codes. This means the two newly created
RS codes have parity check matrices that satisfy the non-
zero determinant condition required in Proposition 1. We
demonstrated a simple way to ensure this partitioning will
always be secure by starting with a parity check matrix of a
specific form, e.g. A (always exists for BCH and RS codes)
of a RS code, and letting it be the generator matrix instead,
i.e. the dual code. These ideas along with Proposition 3 will
be formalized and generalized in a future paper.

V. CONCLUSION AND FUTURE WORK

We derived the capacity region for the distributed encryption
problem, as well as provided a practical design rule for eco-
nomical encoder implementation based on distributed source
codes using syndromes and Reed-Solomon codes.
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