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Abstract—In this paper, we present a theoretical framework
for the linear collusion analysis of watermarked digital video
sequences, and derive a new theorem equating a definition of statis-
tical invisibility, collusion-resistance, and two practical watermark
design rules. The proposed framework is simple and intuitive; the
basic processing unit is the video frame and we consider second-
order statistical descriptions of their temporal inter-relationships.
Within this analytical setup, we define the linear frame collusion
attack, the analytic notion of a statistically invisible video wa-
termark, and show that the latter is an effective counterattack
against the former. Finally, to show how the theoretical results
detailed in this paper can easily be applied to the construction of
collusion-resistant video watermarks, we encapsulate the analysis
into two practical video watermark design rules that play a key
role in the subsequent development of a novel collusion-resistant
video watermarking algorithm discussed in a companion paper.

Index Terms—Linear collusion, robust imperceptible digital
video watermarking, statistical invisibility, watermarking attack.

1. INTRODUCTION

HE PURPOSE of a digital watermark is to embed auxiliary

information into a host digital signal by imposing imper-
ceptible signal changes. The technology has potential for covert
communications, fingerprinting, signal tagging, and media copy-
right control among other applications. Current work has led to a
number of practical algorithms and a first wave of commercial
products using watermarks to provide added-value to content.
Since the first papers on digital watermarking (focusing on im-
ages) appeared in the early 1990s [2]-[4], the publication rate
has approximately doubled every year.

In this work, we concentrate on the challenge of digital video
watermarking. Much of the academic and industrial interest in
digital video watermarking has centered on the design of a copy-
right protection system for MPEG-2 coded video distributed
on Digital Versatile Disk (DVDs) [5]. A video watermarking
system had been designed by the Galaxy Group to complement
the existing content scrambling system (CSS) that is part of
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the DVD standard; the technology is now called WaterCast and
is being applied in the automatic monitoring of digital video
broadcasts. The growing appeal of video watermarking for more
general applications is evidenced by the number of proposals
for digital TV transmission [6], satellite broadcast monitoring
[7], video on demand distribution [8], and authenticating video
surveillance for use as legal evidence [9]. The flexibility of wa-
termarking concepts for use with new data types has also been
demonstrated through preliminary work with MPEG-4 video
objects and parameters [10], [11].

Although in their raw form video streams are sequences of
image frames, the complexity and flexibility of the solution space
for the watermarking of video is significantly greater than that
for images due to the presence of the time dimension. Video wa-
termarking is distinct from image watermarking, in part, because
there is more data available to both the attacker as well as to the
watermarker. This additional volume allows the payload to be
more redundantly and reliably embedded possibly by exploiting
more sophisticated temporal masking characteristics of human
perception. In the same vein, the attacker has the liberty to make
greater use of correlations in the signal volume to devise more ef-
fective watermark estimation or removal attacks. One important
class of such attacks which is the focus of this paper is known
as multiple frame linear collusion.

Collusion occurs when collections of video frames are ana-
lyzed or combined with the ultimate goal of producing a mark-
free copy of the original. The frames may form a temporally
continuous subsequence, or come from greatly varied parts of
the video. The key idea is the exploitation of temporal redun-
dancy, either of the host video or the watermark, to estimate the
redundant component. In the case of multiple frame linear col-
lusion, distinct watermarked video frames are scaled and added
to form a resulting frame that provides an estimate of either the
host or the watermark. If the scaling is the same for each frame,
then the overall attack consists of average a set of watermarked
video frames. Intuitively, this operation has the effect of ampli-
fying the component of the watermark or host that is the same
from frame to frame and attenuating the part that differs. To date,
the collusion attack has not been well studied, most probably be-
cause of the research focus on watermarking still images. How-
ever, its growing importance is evidenced by the publication of
recent papers in the area [12]-[14].

The objectives of this paper are two-fold:

1) To provide a theoretical framework for the analysis of col-
lusion-resistant video watermarking algorithms. We in-
tend our framework to be general and compatible with a
broad class of existing video watermarking schemes.
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2) To devise collusion-resistant video watermark design
strategies inspired by our theoretical observations. A
bridge between theory and practical applicability is of
interest in this work.

The collusion problem was first addressed by Swanson et al.
[15]. However, the proposed solution involves a two-level hi-
erarchy of transforms and is considered to be highly complex.
One of the contributions in this work is to provide a framework
in which lower complexity collusion-resistant video watermarks
can be devised. Recent work by Trappe et al. [14] has focused
on collusion-resistant digital fingerprinting that can identify col-
ludes; their work makes use of effective anti-collusion codes for
CDMA type watermarking using theory of combinatorial de-
signs. The work presented in this paper formulates the problem
using statistical notions rather than coding theory and thus in-
volves a framework that is complementary to that proposed in
[14].

We begin in Section II by presenting a mathematical frame-
work for the analysis of collusion attacks. Then, in Section III,
we define multiple frame linear collusion, and the notion of sta-
tistical invisibility for watermarking which we prove theoreti-
cally to be an effective counterattack to collusion. We close the
paper with a discussion of the theoretical results and their impli-
cations to existing video watermarking algorithms in Section IV,
followed by concluding remarks in Section V.

II. NOMENCLATURE

A robust watermarking system is comprised of two basic
components: the embedder that inserts the watermark and, the
detector that detects or extracts the mark. The inputs to the em-
bedder are the host video sequence, a key K, and a binary data
message vector V;. The key is a sequence of bits encapsulating
all secret parameters and components of the watermarking
system, i.e., block sizes for block-based algorithms or seeds for
random number generators. The payload capacity (in bits) of
the system is determined by the length of the binary vector V.
Fig. 1(a) summarizes the set-up.

The original or host video sequence is denoted Uj(m,n),
where k is a time or frame number index set, m and n are
row and column indices, respectively. The domain of a vari-
able z is denoted D(xz); for instance, D(k) = {1,..., Ky},
D(m) = {1,...,My}, and D(n) = {1,..., Ny}, i.e., the
video sequence consists of Ky frames, each of size My x Ny
pixels.

The embedded watermark signal Wy (m, n) is defined over
the same domain as the host U (1, n). The embedder produces
a watermarked video Xj(m,n) sequence obtained by linear
combination of the watermark with the host data

Xi(m,n) = Ug(m,n) + ax(m,n) - Wi(m,n) (1)

where ay(m, n) represents a general scaling factor (i.e., local or
global). No matter how the watermark is actually embedded, all
data hiding procedures can be expressed in this form by defining
the watermark as the difference between the watermarked and
host signals (and setting a(m, n) to 1 or some other appro-
priate function based on the details of the embedding algorithm).
In general, the signal ay(m,n)Wy(m,n) is dependent on the
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Fig. 1. Overview of the basic robust video watermarking scenario. (a) Water-

mark embedding entails the modification of the host signal U using a secret key
K to embed a payload V; to produce a watermarked video sequence X and
(b) watermark detection involves extraction of an estimate of the payload V;
from a possibly attacked and watermarked video sequence Y™ using the secret
key K (also known at the receiver). A measure of the certainty of the payload
estimate C' may also be available.

message V;, the key K, and the host Uy (m,n) for which the
specific relation is determined by the particular embedding al-
gorithm. For the remainder of this paper, we focus on Wy, (m, n)
and aj(m,n) to characterize the affects of the watermark em-
bedding process on the host and only implicitly consider their
possible dependence on V;, K, and Uy (m,n).

The blind watermark detection process in our formulation is
displayed in Fig. 1(b). The inputs to the detector are the secret
key K (also used at the embedder) and a possibly degraded wa-
termarked signal Yj(m,n). The watermark detector produces
two outputs, C' and Vi, indicating the certainty of the water-
mark’s presence and the extracted data message respectively.
C is a value between 0 (watermark absent) and 1 (watermark
present) indicating the degree to which the watermark is de-
tected. V; is a binary vector of bits that must be compared to
the embedded message V; to measure the bit error rate of the
system.

Overall, as a general practical principle, robust imperceptible
video watermarks are designed such that

* the watermark is present and detectable in every frame. A
common measure used in practice involves the correlation
coefficient between the watermarked frame and the scaled
watermark p( Xy, axWy) such that

p( X, ax W) > 1 —4. 2)

For robustness to standard image processing on each
frame, we ideally would like 0 < & < 0.5. That is,
the watermark detection measure in the ideal case of no
tampering is between 0 and 0.5. The authors believe that
this broad assumption range encompasses the necessary
constraints to guarantee robustness in the presence of in-
cidental distortions with a reasonably small false positive
detection rate. For the situation in which «y, is a constant
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for all k, this restriction is only applied to the correla-
tion between the watermarked frame and the watermark
p(Xg, Wy) which is commonly found in the academic
literature.

* the watermark is imperceptible in every frame. The power
of the watermark E[(X} — Uy)?] is often restricted by
existing methods as follows:

E[(X, - Up)? < & 3)

Note that in practice for imperceptibility we would like

¢ to be reasonably small. For instance it has been found

experimentally that for a 8-bit grayscale image, a typical

value for ¢ for each pixel can range between 2 and 10.
These restrictions to every frame are implicitly assumed for the
practical success of the watermark scheme in the remainder of
the paper.

III. MULTIPLE FRAME LINEAR COLLUSION
A. Linear Collusion

In this paper, we say that Type I collusion arises when large
numbers of “visually dissimilar” video frames are marked via
linear combination with a fixed watermark pattern. For instance,
in [16], it is shown that statistical processing can be used to re-
cover a good approximation of a nonframe dependent water-
mark pattern. This is commonly found in many existing video
watermarks [11], [7], [17].! Type II collusion arises when large
numbers of “visually similar” frames are marked via linear com-
bination with independent watermark patterns. An example of
such an attack is frame averaging. This case is relevant, for in-
stance, to video watermarks that use different two-dimensional
pseudo-noise (PN) sequences to mark each frame [18]. We next
formulate our framework and present some propositions useful
for video watermark design resistant to linear collusion.

Definition 1: Given two random variables A and B with fi-
nite means and variances, we say that A is an e-optimal Mean
Square Error (MSE) estimate of B if and only if

E[(A-B)? < )

where E is the expectation operator, A =
var(B)/var(A)(A — EA) + EB, and var(-) is the vari-
ance of the argument random variable.

In Definition 1, we normalize random variable A to reflect
the same mean and variance as B; thus, we also require 0 <
var(A),var(B), |EA|, |EB| < oo as stated. The next defini-
tion specifies the class of attacks considered in this work.

Definition 2: Given a set of watermarked video frames X, =
Uk + Wy, k = 1,...,n, linear collusion is the process of
forming a linear combination of the frames

X=) fXi
k=1

Ol + ) BrowWi ®)
1 k=1

[
NE

ol
Il

INote: The watermarks do not have to be embedded in the spatial domain, the
analysis presented here is relevant to watermark and host signals considered in
their embedding domain.

such that X provides an ¢ -optimal MSE estimate of

a) the watermark component W = 2221 Bro Wi, where
we require p(Wy,, W;) > 1 —6fork, 1 =1,2,...,nand
some 0 < 6 K 1,

or

b) the host component U = > iy BeUx , where we require
p(Ui,Up) > 1 —6fork, 1l =1,2,...,n and some 0 <
0K 1,

for which p(A, B) = cov(A, B)/+/var(A)var(B) is
the statistical correlation coefficient between random vari-
ables A and B (where cov(+, ) denotes covariance), and
€ =¢/(2(pa — p?)) (where we let EB = i, EB? = ).

In the case of a), we refer to the attack as Type I collusion; in

the case of b), as Type II collusion.

In the subsequent analysis of this paper we let X =

S et B X, U = 30 BeUk, and W= 30 Bra Wi
exclusively. The conditions in Definition 2 on p(Wj, W;) and
p(Uy, Up) are required for the watermark (Type I) or host (Type
II) to be “well-defined” notions; only when this occurs do we
consider X to be a valuable information-bearing estimate. The
values of ¢, § are considered to be “small” (i.e.,0 < €, 6 € 1)
to provide a reasonable estimate of the watermark or host. In
addition, our definition of collusion involves the addition of
spatially synchronized (i.e., unshifted, registered) raw format
frames. Spatial correlations are not accounted for in the attack
formulation. Thus, for notational simplicity we drop reference
to the pixel values (m, n) and, subsequently, formulate our
problem using random variables instead of random fields.

Definition 2 encapsulates frame averaging attacks by setting

Br = 1/n, as well as more sophisticated linear temporal filters
by allowing [ to take on arbitrary values. It is also general
enough to encompass combining arbitrary sets of frames that
are not necessarily in a temporally continuous sequence relative
to the video.

The remainder of this section presents two useful proposi-

tions.

Proposition 1: Given two random variables A and B with

finite means and variances, A is an e-optimal MSE estimate of
B if and only if p(A, B) > 1 — €. That is,

E[(A - B)? <e¢
<~
p(A,B) >1—¢ (6)

where as discussed before, p(A,B) = cov(4,B)/
var(A)var(B) is the statistical correlation coefficient
between random variables A and B and € = ¢/(2var(B)).
Proof: See Appendix A.

Through Proposition 1 we can see the relationship between
the statistical correlation and the MSE estimate; the smaller the
value of ¢, the greater the lower bound on correlation. We next
present a necessary condition for each type of linear collusion.

Proposition 2: Assuming that the scaled watermarks o, Wi,
are independent of the host frames U}, , then a necessary condi-
tion for each of the two forms of linear collusion described in
Definition 2 is given by

p(X,U) <\/é2—¢) (Typel) @)
p(X,U) >1—¢ (Type ) ®)
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where Y = ZZ:1 [)’ka, and U = ZZ:1 BkUlm i.e.,

p(X,U)>\/é(2—¢)
—>Type I linear collusion is not possible, and
€))
p(X,U)<1—¢
— Type II linear collusion is not possible.  (10)

Proof: See Appendix B.
Proposition 2 only gives a necessary condition for Type
I linear collusion since we also require the watermark to be
a well-defined quantity that we mathematically express as
p(Wi,Wy) > 1—46,Vk,l = {1,2,...,n}. For instance, the
condition of (7) is not sufficient if the watermark pattern is
independent in each frame, because Type I collusion can be
evaded; the linear combination of the watermarked frames will
not enhance the watermark. More specifically, if independent
watermark patterns are used to mark each of the video frames,
and if the necessary condition p(X,U) < /é(2 — ¢€) is met,
then
p(X, W) >1-¢ (11
However, no information about the watermarks is revealed ac-
cording to Lemma 1 which gives

PX W) > (187

= PP(X, B Wy)

k=1

12)

where all of the watermark terms on the right hand side of (12)
are unknown uncorrelated random variables, and, thus, the wa-
termark is not a well-defined and estimated notion.

When considering Type II collusion, we observe that if the
same watermark W, = W, Vk = {1,2,...,n} is used to mark
each of the video frames thatobey U, = U,Vk = {1,2,...,n},
and even if the necessary condition p(X,U) > 1 — ¢ is met, the
colluded host will still include a scaled version of the watermark
pattern. If we consider the case for which 3, = 1/n:

13)

Therefore the collusion attempt can fail to sufficiently sepa-
rate the host from the watermark and a mark-free copy cannot
be obtained. As in the case of Type I collusion, Proposition 2
gives only a necessary condition for Type II collusion. The con-
dition is not sufficient since proper design of the watermark can,
as shown, provide protection against these attacks.

Through the subsequent analysis, it will become evident that
it is possible to achieve protection from Type I and II collusion
by imposing certain design criteria on the watermark. These cri-
teria are formalized mathematically in the next section as statis-
tical invisibility.
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B. Statistical Invisibility

Definition 3: Given a sequence of host video frames Uy, k =
1,...,n and watermarked video frames X} = Uy + oWy,
we say that the video watermark W;, is statistically invisible
if and only if the correlation coefficient between any two
host frames a and b is equal to that between the two corre-

sponding watermarked frames, i.e., p(Uq, Uy) = p(X4, Xp)Va,

We refer to this property as statistical invisibility since an
attacker analyzing the video sequence in a frame-by-frame
manner does not observe any statistical difference between
the host and watermarked sequences. For the remainder of the
analysis the following assumptions are made about the statistics
of the watermark, host, and scaling factors.

A1) The video frames share a common finite mean and vari-
ance (average power), i.e., EU, = py and var(Uy) =

o2

A2) The watermarks W), are zero-mean, i.e., EW;, = 0
and share a common nonzero finite variance 012,V > 0.
Consequently, EX = EUy.

A3) The scaling factors «, share a finite second moment
Ea?.

A4) The watermarks Wy, scaling factors ay and host Uy

are independent of one another.

The following proposition gives an alternate representation of
the statistical invisibility criterion which is useful in developing
a watermark design principle.

Proposition 3: Under assumptions (A1)—(A4)

/)(Xava) :p(Ua7 Ub)va'/ be {1727 s 7n}

(statistical invisibility) (14)
R
Ea,
PUas U) == 5% p(Wa, WV, b €{1,2,....,n}.(15)

Proof: See Appendix C.
Another interpretation is provided in Proposition 4.
Proposition 4: Under assumptions (A1)—(A4)

Eo, o
p(UC“ Ub) = ol p(Wa,Wb)VaJ) € {1727 A ,’I’L}
<
p(X,U) =p(Xa,Us)Va € {1,2,...,n}. (16)

Proof: See Appendix D.

Next, we present a sufficient condition for robustness to linear
collusion; this expression will enable us to show a direct rela-
tionship between statistical invisibility and collusion resistance.

Proposition 5: Under assumptions (A2) and (A4)

p(X,U) =p(Xa,Uy)Va € {1,2,...,n}

I

€2-8) <pX,U)<1—¢ a7
which provides sufficient conditions for the resistance to Type [
and Type II linear collusion attacks.

Proof: See Appendix E.
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Therefore, p(X,U) = p(Xq,U,) ensures the inability of an
attacker to obtain an e-optimal MSE estimate of the watermark
(Type I) or host (Type II) for ¢ < 12, and is sufficient for ro-
bustness to linear collusion.

Having assembled all of the necessary ingredients, we state
our theorem on the relationship between statistical invisibility
and multiple frame collusion.

Theorem 1: Under assumptions (Al)—(A4), the following
statements are equivalent:

D p(Xm Xb) = p(Um U(,)Va, be {17 2,... 7n}’

2) p(Us,Up) = (Eagop/Ea®)p(W,, Wy)Va,b €

{1,2,...,n}, and

3) p(X,U) = p(X,,U,)Va € {1,2,...,n}.

Property (1) describes the statistical invisibility condition;
property (2) defines a host-dependent watermark design crite-
rion; and property (3) ensures that a watermark satisfying these
criteria exhibits statistical resistance to Type I and Type II linear
collusion attacks.

Proof: Proposition 3 shows the equivalence between
properties (1) and (2), and Proposition 4 shows the equivalence
between properties (2) and (3). Proposition 5 ensures that in
practice all three properties are sufficient for robustness to
linear collusion. ]

C. Video Watermark Design Principles

In this section we make use of our analysis results to deter-
mine two video watermark design principles robust to linear
collusion. Proposition 5 states that under assumptions (A2) and
(A4), p(Xo,U,) = p(Xp,Up) forall a,b € {1,2,...,n} guar-
antees collusion resistance in practice. Furthermore, we assert:

Proposition 6: Under assumptions (A2) and (A4)

p(Xa7Ua) :,D(XINUb) (18)
—
Eop  var(Uy)
Ea2  var(U,) (19)

Proof: See Appendix F.

In other words, if the energy of the basic watermark signals
W}, embedded into each frame is kept constant over the video
sequence, modulating the per-frame embedding strengths Ea}
proportionally to the variances of the host frames ensures that
the condition in (18) is met. The idea of watermark strength
adaptation according to some function of the image variance,
both at global and local scales, is a popular rule of thumb used
by many image watermarks. As it turns out, it also plays a role
in maintaining statistical invisibility and thus becomes our first
video watermark design principle:

The second moment of the watermark scaling factors should
be adapted proportionally to the variance of the host video
frames, i.e.,

Eo?  wvar(U)

Ea? - var(U,)

2The reader should note that for € < 0.29, it is guaranteed that
1— &

F2—98 <

Under assumptions (A1)—(A4), property (2) of Theorem 1
guarantees robustness to linear collusion in practice, and we can
identify a second watermark design principle:

The correlation of the watermarks embedded into each pair
of video frames should be matched to the correlation of the host
frames themselves, i.e.,

Ea,qy
Ea?

p(Ua, Up) = (Wa, Wy)Va, b e {1,2,...,n}.

A necessary and sufficient condition for the statistical in-
visibility of a video watermark is given by property (2). This
implies that in order for the watermarks embedded into two
video frames to be statistically invisible, their correlation must
differ from that of the host frames only by a scaling factor. In
the trivial case, where a constant strength watermark is em-
bedded into each frame, i.e., o, = o = @, we require that
p(Wo, W) = p(Uy,, Up). This implies that highly correlated
video frames should be watermarked with highly correlated wa-
termark patterns, and vice versa. Our second design principle is
a more precise mathematical statement of the hypothesis orig-
inally proposed by et. al. Swanson et al. in [15] that visually
similar regions of video sequences should be marked with con-
sistent watermarks.

IV. DISCUSSION

Although the theoretical results presented here are strictly
correct only when the specified assumptions hold, we believe
that they are still indicative of the behavior to be expected under
more general circumstances. Assumption (Al), which states
that the video frames share a common finite mean and variance,
may seem at first like a restrictive condition. It is expected to
hold approximately over scenes with similar lighting arrange-
ments. But more importantly, it can be shown that if it does not
hold:

P (Ua7 Ub)
p*(Xa, Xo)
_
|

-
Ea?0d; (var(Uy,) + var(Uy) — 2\ /war(Uy )var(Uy)) ‘

var(Uy)var(Uy)+2Ea?0, var(Ua)var(Ub)—i—(EaZo%V)Z‘.
(20)

Since the image power is clearly greater than that of the water-
mark, the dominant term on the right hand side of (20) is the
product var(U,)var(Up) in the denominator. The expression
then tends to 0 even when |var(U,) — var(Uy)| is quite large,
as long as the images have reasonably large variances.? Thus,
p(Ua,Up) = U(X,,X,p) and the statistical invisibility crite-
rion is approximately met and collusion resistance is loosely
supported for a broader range of cases than is immediately
evident.

Assumption (A2) holds for all existing spread spectrum
watermarks. Assumption (A3), which considers the second

3Typical values might be var(U) = 25004500 for an 8-bit grayscale image.
For instance, the variances of some commonly used test images are: barbara:
2982, goldhill: 2423, and boat: 2179.
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moment of the scaling factors is more difficult to interpret. If
a global scaling factor is used, it is clear that the assumption
is valid. On the other hand, if the factors are locally derived
from an image property like the Noise Visibility Function
(NVF) [19], the analysis without this assumption becomes
more complicated. Assumption (A4) is reasonable when the
watermark pattern has a large spatial spread, and also applies
for a global scaling factor.

Accepting these assumptions as valid, we can consider what
Theorem 1 tells us about the collusion-resistant properties
of some existing video watermarks. First we look at the al-
gorithms in which the same noise-like watermark pattern is
embedded into each frame of a video sequence, i.e., where
W, = WV a,b € {1,2,...,n} [7]. By definition, since the
same pattern is used to generate the watermark for each frame,
p(W,, W) = 1 regardless of the correlations of the underlying
video frames. At the other end of the spectrum are the video
watermarking strategies in which different noise-like patterns
are embedded into each video frame [18]. One typical scenario
is to generate W, and W, as two statistically independent
patterns. In this case, p(W,, W;) = 0.

In [12], the authors propose to construct a video water-
mark based on their powerful Discrete Fourier Transform
(DFT) domain image watermark [20]. To address the collusion
problem, the watermarking key is changed every L frames.
Thus the resulting watermark frames have pairwise correla-
tions p(W,, Ws) equal to 1 when [a/L] = [b/L], and 0
otherwise. From a statistical invisibility perspective, this mark
may offer better performance than the two extreme cases con-
sidered in the last paragraph. In particular, temporally distant
watermark frames are uncorrelated and we expect that the un-
derlying video frames will likewise be negligibly correlated.
Temporally adjacent watermark frames are also likely to be
identical and the underlying video frames are expected to have
a high correlation. However, the collusion-resistance of the
mark depends strongly on the selection of L. Observe that
when L = oo we get the same result as in the first of the ex-
treme cases above (i.e., p(W,, W;) = 1), and when L = 1 we
get the second, (i.e., p(W,, W) = 0).

Finally, a more sophisticated video watermark based on the
Temporal Wavelet Transform (TWT) has been proposed [15].
The watermark frame correlations range over [0,1], but since the
watermark is constructed in a three-dimensional space, it is diffi-
cult to study the two-dimensional frame-by-frame correlations
analytically. The watermark is designed to be temporally lay-
ered by embedding the mark separately into static and dynamic
components of the video, therefore, we expect it to exhibit good
statistical invisibility. However, it employs two levels of trans-
forms, as well as two layers of visual masking, making it one of
the most computationally complex approaches.

We hope that the practical design strategies highlighted in
this work will serve to inspire more feasible, but robust wa-
termark constructions. The sequel to this paper attempts at the
development of such an algorithm. Future directions for this
work include developing methods to achieve matched host-wa-
termark correlation while analyzing the effect of nondimension-
preserving transformations, such as scaling, on the statistical
correlation coefficients.
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V. FINAL REMARKS

In Part I of this two-part paper, we developed a simple yet
effective framework for the statistical analysis of linear collu-
sion resistance in video watermarking. An important compo-
nent that has been added to the body of watermarking research
is the derivation of equations describing properties that a wa-
termark should possess in order to resist this class of attacks.
Through this theoretical work we defined a desirable watermark
property called statistical invisibility in which the presence of a
collusion-resistant watermark is not revealed using linear statis-
tical tools. In other words, given a set of second-order statistics
describing the relationships between the frames of a video se-
quence, we have shown that collusion resistance is achieved if
these statistics are not affected by the watermarking procedure.
We propose a new theorem and two video watermark design
principles summarizing this result. Finally, we considered how
a number of existing video watermarking techniques measure
up in terms of statistical invisibility, and found that there is in-
deed some room for improvement. The second installment of
this work [1] proposes a novel video watermarking approach
that attempts to make more effective use of our two watermark
design principles. Evaluation and simulation of this algorithm
allows the ideas presented in this paper to be assessed under
more practical conditions.

APPENDIX
A. Proof of Proposition 1

Proof: Let EB = u, EB? = us, and

var(B)

A= var(A)

— 2
(A-EA)+EB = ‘fi“(A—EA)w

ar(A)

so that A is a normalized version of A with the same mean
and variance as B. If A is an e-optimal MSE of B, then from
Definition 1

¢ >E[(A - B)?] (21)
=24, — 2EAB (22)
R
EAB > jis — % (23)
R
cov(A, B) =EAB — ;i*
€
> pg — p — B
= var(B) — % (24)
e
p(A,B)>1—¢ (25)

where in the final step both sides of the inequality were divided
by var(B) > 0. From the properties of the correlation coeffi-
cient, p(A, B) = p(A, B). Therefore, p(A, B) > 1 — ¢, where
€=¢/2(pu2 — 1?). ]
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B. Proof of Proposition 2

From [21], we have the following Lemma:

Lemma 1: Given a set of independent random variables
Z1, 29, ... %, with finite means and variances, and their sum
Z = Y, Z, the squared correlation coefficient of the
composite random variable with itself is equal to the sum of
the squared coefficients of its correlations with each of the
independent components, i.e.,

p*(2, %) =p? (Z, > Zz)
i=1
p2(Z7 ZZ)
=1

I
—

(26)

Proof (Type I): By Definition 2, X is an e-optimal MSE

estimate of the watermark component W. Therefore from
Proposition 1

p(X, W) >1-¢ (27)

Since X = U + W, where U and W are independent, we apply
Lemma 1 to give

PP(X,X)=1=p"(X,0)+p*(X,W). (28

Equations (27) and (28), imply

p(X.T) < Va2 -

where 0 < 1/é(2 — €) < 1 is a monotonically increasing func-
tion of € (and also of ¢). [ ]

Proof (Type II): Similarly by Definition 2, X is an e-op-
timal MSE estimate of the host component U, and from Propo-
sition 1 we have the necessary condition:

p(X,U)>1-¢

C. Proof of Proposition 3

Proof: Given the assumptions, the following hold:

EX), =E(U; + ap Wy,
=EU; + Eo;, W,
=EU; + Ea,EW,,
=EUy
=HU-

EX? =E(U + ap W) (U + ar W)
=EU} + 2Eq,EW,EU}, + Ea,EW}
:cr%] + M%} +Ea?- UIZ/V-

EX. Xy =E(U, + aaWa)(Up + s Wy)
=EU, U, + Eo, EW,EU,
+ Eqy EW,EU, + Ea,a, EW, W,

=EU, Uy, + Ea,o, EW, W,

(29)

(30)

€19

Therefore, ¥V a,b € {1,...,n},

cov(Xa, Xp)

var(Xg)var(Xp)

EX, X, — EX,EX,
~ /(EXZ - E2X,)(EX] - E2X))
_ EU,U, + Ea,a,EW, W, — EU,EU,
~ optup+Ee’of —pp
_cov(Uy, Uy) + Eagapcov(W,, Wy)
N o? +Ea? - o},
~ p(Ua, U)ot +Eagon - p(W,, W)
o ot +Ea? - o},

p(XaaXb):

2
Ow (32)

where cov(-,-), war(-), and E?(-) denote the covariance,
variance and squared expectation of the argument random vari-
ables. For statistical invisibility in Definition 3 we require that
p(Xa, Xp) = p(Ug,Up). Therefore, equating the right hand
side of (32) to p(U,, Uy), we conclude that under assumptions
(AD—(A4),

p(Xava) :p(Um Ub)vavb € {1727 s ,’I’L}

(statistical invisibility)

Ea,a (
Ea? p

p(Ua, Up) = Wo, Wy)Va,b € {1,2,...,n}.

D. Proof of Proposition 4

Proof: Consider the simplest case where n = 2:

p(X,U)=p(1X1 + BoXs, /Uy + B2Us)

var(B1U1 + B2Us)
var(1Uy + f2Us) 4 var(Broa Wi + faca W)

(33)

Similarly

var(U,)
X, = .

P(Xa; Ua) \/vaT(Ua) +Ea2 - 03, (34)

Therefore
p(77U) :p(XaaU(L)VG € {172} (35)

R——t

var(BiUr + (2Us) _ var(fra1 Wi + BacaWs) 36)

var(U,) Ea? - o3

The left-hand side of (36) can be reduced by applying the
assumption that the video frames share a common variance:

10t + 201 B2cov(UrUs) + B30
2
ULT

=07 + B3 + 26162 - p(Ur, Us).

L.H.S. of (36) =

(37)
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The right-hand side can also be reduced by employing the
assumption that the scaling factors share a common second
moment:

R.H.S. of (36)
_ BiEa? - 03, +261 2 Eayas - cov(Wi, Wa)+B5Ea® - o3
o Ea? - o3

2 Eaja
=02 4+ 63 + Mp(Wth). (38)

Ea?

The desired conclusion can then be obtained by combining
(37) and (38), thus establishing the relationship between statis-
tical invisibility and robustness to linear collusion (for the case
of n = 2):

p(Y,U) =p(X,.,U,)Va € {1,2} 39)
<~
Ea1a2
Ui,Us) = Wi, Wa). 40
p(Ut,Uz) Eo? p(W1, Wa) (40)
In the case of n > 2, it can be shown that since
p(X,U) =p(Xa,Us)Va € {i,j} 41)
R
Eo;o;
p(U;,Uj) = EaQJ p(Wi, Wj) (42)

holds pairwise V{i,j} C {1,2,...,n}, then the more general
form, presented in this proposition, also holds. ]

E. Proof of Proposition 5

Proof: In this work we have made the implicit assump-
tions for each video frame stated in (2) and (3) presented here
once again for frame a:

P(Xa,aWa)
> 1 — 4 (robustness to individual frame distortions)
(43)
E[(X. —Ua)?]
< & (imperceptibility to a human observer). (44)

Therefore, for 0 < 4 < 0.5 and 0 < € < 1, from the
robustness restriction

p(Xa, aWa) >1 =7 (45)
—

p(Xa;Ua) <VA(2=7) (46)
—

p(Xa,Uy) <1—¢€ 47

where 1 — € > 1/7(2 — 7) for the assumed ranges of 4 and ¢.
Similarly, for 0 < ¢ < 1and 0 < € < 1, from the imper-

ceptibility restriction

E[(X, - U,)% <¢ (48)
—
E[(X, - U,)Y] <¢ (49)
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<~

p(Xa,Ua) >1 =€ (50)
<~

p(Xa,Ua) > \eE(2 = ¢) (51)

where £ = ¢/(2(var(U,)) and we make use of the properties
that E[(X, — U,)?] < E[(X, — U,)?] since X, is just a scaled
version of X, such that it minimizes the variance of X, o — U,
and 1 — £ > /(2 — ¢) for the ranges of ¢ and ¢ considered.

Thus, \/€(2 —€) < p(X,,U,) < 1 — € implicitly in our
formulation. Therefore, in practice

(X, T) = p(Xa,Us) Ya € {1,2,....,n}

—
VER -8 <pX,U)<1-¢

From Proposition 2 the statements above are both sufficient con-
ditions for linear collusion. ]

FE. Proof of Proposition 6

Proof: From (34), the expression for the correlation coef-
ficient between a host video frame and its corresponding water-
marked copy is

var(U,)
X, U,) = .
ol ) \/’UG’I”(UG)‘FECM?I-J%V
Therefore the following equalities hold Va,b €
{1,2,...,n}:
p(Ua, Xa) = p(Us, Xs)
<~

var(U,)
var(U,) + Ea2 - o,

var(Up)
2
\/var(Ub) +Eo? - o3 (52)

!

var(U,) - Eaj - 0%y, =var(Uy) - Ea? - o,

—
Ea} _ var(Us) (53)
Ea?2  war(U,)’
|
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