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GOAliE: Goal-Seeking Obstacle and Collision
Evasion for Resilient Multicast Routing

in Smart Grid
Jin Wei and Deepa Kundur, Fellow, IEEE

Abstract—We present goal-seeking obstacle and collision eva-
sion, an approach to resilient multicast routing for smart grid
applications based on principles from robust flocking theory.
We assert that analogies exist between the flocking princi-
ples of goal seeking, obstacle evasion, collision avoidance and
behavioral transitions, and the routing goals of low latency,
buffer overflow management, and adaptability in the presence
of changing network conditions. Our multicast routing frame-
work employs an underlying dynamical systems model convenient
for integration with representations of power system dynam-
ics to produce an overall cyber-physical smart grid description.
Through simulations and comparisons with prior art we demon-
strate how our approach provides insight on effective multicast
routing principles to promote resilience in faulted power systems
in the presence of congestion and denial-of-service attacks on
communications infrastructure.

Index Terms—Communications for wide-area monitoring, pro-
tection, and control (WAMPAC), cyber-physical flocking models,
resilient multicast routing.

I. INTRODUCTION

IT IS well known that the smart grid involves the inte-
gration of advanced measurement, communications, and

control with the power delivery system. Phasor measure-
ment units (PMUs) provide precise time-stamped voltage,
current, and frequency information at acquisition rates rang-
ing from 10 to 250 Hz at select locations of the grid [1].
The effectiveness of such high-fidelity data for grid mon-
itoring and control is subject to communication timing
guarantees [2]. As a result, the North American synchrophasor
initiative (NASPI), a joint effort between the U.S. Department
of Energy and the North American Electric Reliability
Corporation, recently developed a reference communication
infrastructure called NASPI network (NASPInet) to support
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PMU data delivery and specify recommended smart grid data
delivery requirements including those related to latency and
reliability [3], [4].

As one of the first and well-known standardized communi-
cation infrastructures for synchronous data delivery, NASPInet
has been widely recognized as a guideline by other research
association and companies for designing communication pro-
tocols and architectures. Since its proposal several communi-
cation networking research thrusts have focused on NASPInet
requirements. Recently, Zhang et al. [5] proposed a central-
ized framework that optimizes the placement of trust nodes
enabled with security services within the communication net-
work and finds the least cost routing through such nodes.
The approach has potential to achieve global efficiency and
security, but its centralized structure limits scalability to large
networks. In [6], a hybrid decentralized network architecture
is proposed where routing decisions are based on dynamic
network formation games to improve reliability. However, the
efficiency of this unicast architecture is reduced for heavy
traffic. Wei and Kundur [7] employed flocking principles to
model smart grid information flow for routing over multi-
hop mesh networks that accounts for latency and denial-of-
service (DoS). Although the flocking paradigm has potential,
the unicast nature of routing is performance-limiting for high
traffic.

Recent studies have demonstrated the potential of mul-
ticast publish–subscribe network architectures to achieve
the NASPInet requirements of low latency and high
reliability [2], [8]. GridStat [9]–[11] is a quality of service
(QoS)-managed network architecture based on a publish–
subscribe paradigm. Here, the PMU data is delivered through
a network of middleware-level status routers. Routing paths
are determined by a hierarchical QoS management plane to
achieve low latency and high reliability. Since routing compu-
tations are conducted offline, support currently does not exist
to react to short-term changes in traffic. To address this issue,
in [1] a cooperative congestion control (CCC) framework for
real-time route determination in the GridStat is proposed.
However, the authors only describe the general functions of
CCC rather than provide implementation details. In [12], the
frameworks of flocking and partial difference equation are pro-
posed to study the communication infrastructure together with
the power system stability. In [13], a flocking behavior-based
unicast routing method is proposed for highly mobile ad hoc
network. The overview of the routing method is introduced
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without the model details. Furthermore, highly mobile ad hoc
network, which this paper focuses on, is not appropriate for
synchronous data delivery. In [14], a detailed multicast rout-
ing implementation is proposed for smart grid voltage control.
Routing is formulated as an optimization problem assuming a
simplified model of the physical system and heuristic solution
approaches are applied. Questions arise as to its applicability
to complex real-world smart grid topologies.

In this paper, we propose a flocking-based quality-of-
experience (QoE)-managed multicast routing strategy, goal-
seeking obstacle and collision evasion (GOAliE), based on
a publish–subscribe paradigm. By predicting the impacted
network region in real time and adaptively routing packets,
this paper effectively mitigates the impact of the conges-
tion and DoS attacks on the timely delivery of synchronous
data that is critical for ensuring the appropriate smart grid
operation and thus maintains the transient stability of power
systems. Furthermore, in the GOAliE strategy, an intelligent
multicast decision scheme is also developed, which dynam-
ically manages the multicast packet replication process and
efficiently balance the bandwidth (BW) consumption and end-
to-end latency. The principles of this paper can be used in
the existing standardized infrastructure such as Tropos mesh
architecture proposed by ABB [15] and PMU network archi-
tecture proposed by CISCO [16]. Our flocking-based routing
strategy is also expected to be integrated with our previous
work on the flocking-based control strategy to achieve a cyber-
physical dynamics in a higher-dimensional space to determine
smart grid design strategies for overall system resilience to
cyber and physical disruption. Compared with our previous
work of unicast routing method in [7], the proposed strategy
is developed based on a dynamic multicast decision scheme
with efficient situational-awareness for network traffic. As
stated in [15]–[22], the increasingly “meshed” power system
topologies results in the requirement of the efficient, adaptive
and flexible communication infrastructures, and the wide-area
wired and wireless mesh networking solutions are emerging
to meet this challenge. For example, the optical mesh net-
works, IEEE 802.16 WiMax mesh networks and IEEE 802.21
hybrid mesh networks are widely investigated with respect to
smart grid applications. Therefore, in our framework, multi-
cast routing protocol is implemented through a multihop mesh
networking framework. We would like to clarify that our pro-
posed multicast routing protocol is appropriate for both wired
and wireless mesh networks. We focus on the development
of a mathematical model to describe information flow that
is compatible with existing models of power flows and does
not require a simplification of physical system dynamics. To
address the interaction between the physical system and rout-
ing protocol, we exploit the coupling between network packets
carrying related measurement data to exchange valuable route
experience information. Furthermore, our QoE-based multi-
cast routing philosophy aims to be efficient and adaptive to
unexpected traffic congestion and DoS.

The next section introduces our problem setting. Section III
introduces our novel GOAliE paradigm for distributed
dynamic multicast routing. Simulations and performance
assessment for the well-known the New England 39-bus power

system are provided in Section IV. The conclusion is given in
Section V.

II. PROBLEM SETTING

We consider a general two-tier hierarchical multiagent-
based framework for smart grid in which an agent consists
of both cyber and physical elements: 1) a dynamic (physical)
generator node; 2) a (cyber) PMU that acquires data such as
phase angle and frequency from the generator node; and 3) a
local (cyber) controller that, if activated, obtains information
from its PMU and others to compute a control signal that is
applied to the generator node of the same agent.

A. Hierarchical Structure

The hierarchical structure applies to common distributed
smart grid contexts. Here, agents with generators exhibiting
high-physical coherence are said to form a cluster. Each cluster
also consists of a phasor data concentrator as well as dedicated
power or storage source(s) external to each agent often used
for control. To reduce overhead, only one “lead” agent within
the cluster is selected such that only it participates in cyber
communication and control during operation, and its strong
physical coupling to other agents’ generators is exploited to
regulate the overall cluster [23]. In this way, intercluster inter-
actions are cyber-physical (tier-1) and intracluster synergies
are physical (tier-2).

We illustrate our hierarchical communication framework for
the well-known New England 39-bus system in Fig. 1(a). Here,
we assume there are four clusters and the lead agent of each
cluster is denoted with a shaded (green) generator. Effective
PMU information (cyber) and power (physical) flows are pre-
sented as dashed and solid arrows, respectively. To further
delineate the tiered nature of communications, red, blue, and
magenta dashed arrows represent tiered communications from
lowest to highest level.

The PMU information flows between lead agents are real-
ized by the wide-area multihop mesh network of Fig. 1(b)
successfully studied by a variety of authors for smart
grid [1], [9], [24], [25]. The network consists of lead agents
representing sources and sinks, relay nodes, and finite capac-
ity communication links. To enable real-time guarantees in the
face of network attack and congestion, we study a dynamic,
distributed multicast routing protocol based on robust flocking
principles.

B. Flocking for Routing

Flocking is a behavior exhibited by groups of birds par-
ticipating in a shared objective that is difficult to achieve
individually, but is possible through cooperation, consensus,
and informed-adaptation. Members of a flock are referred to
as flockmates or agents. Flocking behavior has been described
by a set of heuristic agent-interaction rules [26], [27].

1) Flock Centering: Agents attempt to stay close to nearby
flockmates.

2) Velocity Matching: Agents attempt to match velocity
with nearby flockmates.
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Fig. 1. (a) Hierarchical cyber-physical framework for the New England 39-bus power system. (b) Wide-area multihop mesh network. (c) Flocking-based
paradigm for multicast network routing in the face of DoS attack.

3) Goal Seeking: Each agent has a desired velocity toward
a specified position in global space.

4) Obstacle Evasion: Agents evade obstacles often steering
away from their goals.

5) Collision Avoidance: Agents avoid collisions with
nearby flockmates.

6) Behavioral Transitions: Past experience of the collective
influences future behavior unbeknownst to individual
flockmates.

Wei et al. [28] have formerly investigated the first three
agent-interaction rules to reformulate the problem of transient
stability in smart grid systems to one of flocking-based dis-
tributed multiagent control. Analogies of flock centering to
generator phase angle cohesiveness, and velocity matching
and goal seeking to exponential generator frequency synchro-
nization were established requiring wide-area monitoring and
communications be present.

In this paper, we apply flocking principles to develop a
routing philosophy that aims to balance end-to-end latency,
BW consumption, and fairness for the wide-area communi-
cations. We contend that for such applications, subsets of
communications streams must be synchronized to be useful
for critical real-time monitoring and control. Moreover, com-
munications must be cooperative to make collective timing
guarantees hence making the application of flocking models
appealing also in this context.

In the next section, we demonstrate that successful princi-
ples for flocking provide valuable insight for the development
of a resilient routing protocol for smart grid. We propose a
novel approach for multiobjective dynamic multicast commu-
nications that is reactive to changing network environment
to facilitate the need for resilience in smart grid. In multi-
cast communication, the data sent from one node is copied
and delivered to multiple destinations at different locations.

Based on whether multicast groups are dynamic in nature,
multicast routing methods can be classified into static mul-
ticast routing and dynamic multicast routing. In this paper,
we focus on developing dynamic multicast routing approach,
in which active multicast packets react to the changing net-
work environment and dynamically determine when and how
to be copied and sent to different destinations. We model
multicast packet replication and route splitting as flock sepa-
ration whereby a group of flockmates (collectively represent-
ing a multicast packet) experience forces of repulsion and
attraction to one another based on routing objectives and net-
work conditions. Finally, to promote self-healing networking,
our routing paradigm employs experiential information from
“predecessor” flockmates for adaptive congestion and DoS
control.

III. GOAL-SEEKING OBSTACLE AND COLLISION EVASION

FOR MULTICAST SMART GRID ROUTING

Within our framework, we denote a packet being processed
and transmitted in the network as active. Each such packet is
generated at a given time index by its source and released for
distributed multicast propagation to its destination(s) through
interaction with network infrastructure and other flockmates.
Packets generated from the same source within the same com-
munications session are said to comprise a 3-D flock with each
member being a flockmate.

Fig. 1(c) illustrates a PMU data flock traveling hop-by-hop
from source agent i to destinations j, k, and l while avoid-
ing a DoS region. We represent a single multicast packet
intended for D destinations as D flockmates with identical
(x, y) coordinates and distinct z-coordinates in the 3-D space
as distinguished in Fig. 1(c) via hues of green, magenta, and
brown stacked in the z-direction. To model multicast packet
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replication and route separation, the corresponding flockmates
would appropriately separate into two partitions in (x, y) space.
The reader should note that within this framework unicast
routing would reduce to 2-D flocking.

Network nodes are assumed to allow bidirectional mul-
ticast communications, be equipped with buffers, and be
aware of their queue lengths, number of predecessors pro-
cessed/dropped in the last � time steps and an estimate of the
minimum number of hops to a given destination. Under these
assumption, by implementing our GOAliE routing method,
the packets that have traveled through the region impacted
by traffic congestion or DoS attacks have the opportunity to
inform the packets that will potentially travel through the
same region from the opposite direction, which realize the
situational-awareness on the network changes and efficiently
reduce the end-to-end latency caused by the traffic conges-
tion or DoS attacks. As stated in [10] and [29], the processing
delay is neglectable compared with the transmission delay for
the application of synchronous data delivery, especially in the
application with heavy traffic. Therefore, it is reasonable to
assume that route decision-making does not cause significant
processing delay.

We next discuss the details of GOAliE in two parts.
Section III-A presents the selection of the next hop in multi-
hop routing while Section III-B focuses on packet replication
and route separation of multicast packets.

A. GOAliE Multihop Routing

We predicate that adaptive packet routing under varying
network conditions and attack is analogous to behavioral tran-
sitions in collective formation within large-scale flocks. It is
well known that the survival of animal groups necessitates
change from one type of structure to another in response
to stimuli. Moreover, the adaptation is informed, in part,
through exchange of flockmate experience. Thus, our rout-
ing framework employs mechanisms for active packets to
exchange experiential data to facilitate informed distributed
route decision-making. At each time step, an active packet
assesses its candidate next hop neighbors and prioritizes selec-
tion based on information from “predecessor” packets and
neighboring nodes; we define predecessors for a given packet
as the union of the set of flockmates generated at past time
instants that are exactly one hop away and the set of flock-
mates that have just been transmitted from the relay nodes one
hop away.

Correspondingly, our model of network dynamics incor-
porates the states of both relay nodes and packets. Assume
the smart grid system is comprised of D agents represent-
ing all possible communication sources and destinations. At
the time step k, we define the state of the lth node by
ζl = {Ql,k, Rl,k} where Ql,k is the associated queue length
and Rl,k ∈ R

D denotes a vector whose jth element Rl,k( j)
represents a predecessor experiential estimate of the minimum
number of remaining hops from the lth node to the jth destina-
tion agent. Similarly, at time step k, we represent the state of
an active packet generated at time k′ ≤ k with source agent i
and destination agent j to be χk′

ij (k) = [qc(k), pc(k), Tc(k)]

where qc is the minimum number of remaining hops to reach
agent j, pc is its “routing velocity” which is a measure of the
change (within the last time step) in qc, and Tc is its total
hop count used by packets traveling to destination agent i to
predict their minimum number of remaining hops. Thus, an
active packet’s routing dynamics can be described as

pc(k) = uc(k) (update packet velocity for route decision)

(1)

qc(k + 1) = qc(k) + pc(k) (update remaining hops) (2)

Tc(k + 1) = Tc(k) + 1 (update total # hops traversed) (3)

where uc(k) is the effect of the routing strategy measured
in terms of the change in number of hops to the destina-
tion, which we assign to packet velocity pc(k). As illustrated
in the following section, uc(k), which is achieved locally,
reflects the varying network conditions. Equations (2) and (3)
update the minimum number of hops to agent j and the running
total of number of hops traversed, respectively.

1) Goal Seeking Constraint: We consider an analogy
between an active packet’s objective to reach its destination
in a minimum number of hops and goal seeking. This sug-
gests that an ideal goal for routing would be to have a packet
velocity of p∗

c = −1, which implies that at each hop the
packet is one hop closer to its destination. However, given
the collaborative nature of our routing model, it is necessary
to consider routing decisions that optimize other metrics such
as the synchronization of other packets and buffer overflow.
Furthermore, by considering that the situation is always time
critical for transient stability maintenance, we design our rout-
ing strategy to prevent routing loop. Therefore, uc(k) = 1 is
not selected. Based on the above analysis, we permit our rout-
ing strategy to consider candidate next hop neighbors such that
uc(k) ∈ {−1, 0}.

2) Obstacle Evasion: As illustrated in Fig. 1(c), we model a
region impacted by DoS or congestion as an obstacle that rout-
ing must circumvent. To facilitate informed obstacle evasion,
the network nodes and packets exchange state information to
communicate the existence of bottlenecks. At time k, a packet
traversing from agents i to j that jumps to an intermediate
node l interacts as follows:

Rl,k(i) = Tc(k) packet
state info−−−−−→ node (4)

qc(k) = Rl,k( j) node
state info−−−−−→ packet. (5)

If more than one packet is traveling from source agent i at
time k, then the minimum Tc(k) will be assigned to Rl,k(i).
Equation (4) allows node l to store the minimum hops trav-
eled by packets from source agent i for later use by packets
traveling to destination agent i assuming bidirectional sym-
metry. Conversely, in (5), node l updates the packet’s hop
distance to destination agent j using information it has pre-
viously acquired from agent j source packets. Therefore, for
a given packet sent from agent i, the value of the minimum
number of hops to its destination, agent j is expected based
on the number of the experienced hops of the packet which
is sent from agents j to i. By doing this, packets that have
traversed through a region impacted by a DoS will have the



WEI AND KUNDUR: GOAliE FOR RESILIENT MULTICAST ROUTING IN SMART GRID 571

opportunity to make this known to those potentially crossing
it form the opposite direction, so routing decisions may be
made to evade the bottleneck.

3) Next Hop Selection: The next hop routing decision for a
packet at node l is made by considering all possible candidate
host nodes that are one hop away and prioritizing them. Class 1
hosts are those for which candidates have not dropped any pre-
decessors in the last time � time instants and have successfully
transmitted one or more predecessors. Class 2 hosts are those
for which candidates have not dropped any predecessors in the
last time � time instants but have not successfully transmitted
predecessors. Thus, candidates in both classes 1 and 2 have
not recently suffered from buffer overflow. Class 3 includes the
remaining candidates that have dropped at least one predeces-
sor. Routing is prioritized to hosts in class 1. If none exist,
priority goes to class 2 and then finally to class 3. If more
than one candidate exists in the highest priority class that has
nonzero candidates, then we select amongst them using a strat-
egy that accounts for the likelihood of buffer overflow (equated
to collision avoidance) while balancing packet latency (goal
seeking).

4) Collision Avoidance: Flockmate collisions are employed
as a metaphor for buffer overflow in a node. Let Ml be the
collision (overflow) likelihood measure for a packet, travel-
ing from agents i to j, on node l at time k. By considering
the remaining buffer space of node l, we can conclude that:
1) the collision likelihood Ml is lower if the capacity of node l
expected based on experience is higher and 2) Ml is higher
if the remaining buffer space of node l predicted based on
experience is higher. We achieve the following two formulas
based on these two conclusion:

⎧
⎨

⎩

Ml ∝ 1

r̃a,k + Ql
Ml ∝ r̃a,k + Ql − r̃d,k.

(6)

Based on (6), we can develop the equation to predict the
collision (overflow) likelihood Ml as follows:

Ml = r̃a,k + Ql − r̃d,k

r̃a,k + Ql
(7)

where r̃a,k and r̃d,k are estimates of the number of packets
arriving at and leaving the node l, respectively, for time k and
Ql is the queue length of node l at time k − 1. Equation (7)
indicates that at time k a node with smaller Ml has lower
likelihood of overflow.

To predict r̃a,k and r̃d,k based on predecessor experiences,
our scheme employs a Hamming window to temporally weight
the predecessor states to provide greater robustness against
data outliers

r̃a,k =
√
√
√
√

∑�
n=1 h(n − 1)ra(n − 1)2

∑�
n=1 h(n − 1)

r̃d,k =
√
√
√
√

∑�
n=1 h(n − 1)rd(n − 1)2

∑�
n=1 h(n − 1)

(8)

where ra(·) and rd(·) ∈ Z
+ denotes, respectively, the number

of arrivals and departures in the � most recent time steps in

chronological order, and h(n) is the �-point Hamming window
h(n) = 0.54 − 0.46 cos(2πn/2� − 3) giving highest weight to
the most current information.

To balance this with low-latency objectives for goal seeking,
we make use of the following intermediate metric:

dl =
{

1, if Rl,k(i) < qc(k)
γ, otherwise

(9)

where constant γ > 1 is a penalty parameter for not trans-
mitting the packet closer to agent j, used to compute the
desirability of a candidate host as follows:

Dl = 1 − Ml

dl
(10)

where a candidate with higher desirability Dl has higher likeli-
hood of routing the packet. Based on (7) and (8), the definition
of the desirability Dl in (9) ensures that the candidate with less
queue length, more successful data delivery experiences and
less delivery failure has the higher desirability to be selected
as the hosting node in the next time step. This is implemented
by first ranking the candidate host nodes according to their
Dl value. At each time step and for a packet v, a vector ϒv

is created whose elements are the indices of candidate hosts
ordered in decreasing desirability. The probability of routing
to the rth node of the ranked list is assigned geometrically
with appropriate normalization factor β as follows:

pr = β(1 − β)r, r = 1, 2, . . . , |ϒv| (11)

where the parameter 0.5 < β ≤ 1 controls the degree of
randomization of our routing protocol; a smaller β indicates
higher randomization and implies greater resilience to DoS or
sudden congestion while β = 1 represents aggressive routing
with no randomization.

Thus, this section pertains to next hop selection for flock-
mates with different (x, y) coordinates. From (4)–(11), it is
clear that the packet’s decision of next hop selection is deter-
mined by the state information of the packet and that of
the host node candidates. Since state information is updated
locally, the next hop selection decision does not require global
network information, which enables our scheme to be appro-
priate for large-scale networks. Flockmates with the same
(x, y), but different z-coordinates (modeling a single mul-
ticast packet) must decide at each hop whether they must
remain together or separate for multicast route splitting, as
we discuss next.

B. GOAliE Multicast Routing

Multicast involves communications between a single source
and multiple destinations such that a single packet is initially
transmitted to save BW until it is decided that the packet must
be replicated and split routes to balance individual destination
latencies. In order to efficiently balance the BW consumption
and the end-to-end latency, we develop an intelligent multicast
packet replication management scheme. In this scheme, we
address multicast routing through pairwise flockmate attrac-
tion and repulsion as a function of the congruence of their
destinations.
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Consider flockmates v and w with the same (x, y)-
coordinates and distinct z-coordinates that represent compo-
nents of a single multicast packet with different destinations.
The multicast dynamics take place in the z-direction such that
flockmates distant along z are considered to be repelled by one
another and enable multicast splitting at the next hop. In con-
trast, flockmates in close proximity in z remain together for
routing. We characterize the interaction at each time step k
in terms of forces modeled via potential functions V1(k) and
V2(k); the reader is referred to [30] for potential functions in
the context of flocking. The associated acceleration between
flockmates v and w is computed by differentiating the potential
function with respect to the relative position vector between v
and w in the z-direction.

Let ϒvw be a vector of length Lvw consisting of ele-
ments in ϒv ∩ ϒw (representing candidate next hop hosts
common to flockmates v and w). Each element of ϒvw is
associated with two routing likelihood values υ l = [pr1 , pr2 ],
l = 1, 2, . . . , Lvw [from (10) where r1 and r2 represent the
rankings in order of decreasing desirability Dl of candidate
host ϒvw(l)] for flockmates v and w, respectively. We let
υ = [υ1 υ2 · · · υLvw]. A measure of congruency in the
individual destination trajectories of flockmates v and w is
evaluated as

ζvw = min

{ Lvw∑

l=1

υ l(1),

Lvw∑

l=1

υ l(2)

}

(12)

and represents a value for use in modeling multicast flockmate
attraction or repulsion.

To determine the nature of interaction between each pair
of flockmates (v, w), at time k and z-positions zv(k) and
zw(k), respectively, we assign a threshold ζth. If ζvw ≥ ζth,
we conclude that the two flockmates have similar destination
trajectories and are attracted to one another to promote stay-
ing in the same multicast group. Otherwise, we conclude the
flockmates repel each other.

1) ζvw ≥ ζth: We model the overall dynamics in the
z-direction using the following potential energy function for
time k:

V1(k) =
Lvw∑

v=1

Lvw∑

w=1,w�=v

b1

b2
exp

[
b2(ζvw − ζth)

(‖zv(k) − zw(k)‖σ − ‖d∗‖σ

)]

− b1 × (ζvw − ζth)
(‖zv(k) − zw(k)‖σ − ‖d∗‖σ

)
(13)

where ‖ · ‖σ denotes the σ -norm defined as: ‖x‖σ =
(1/ε)(

√
1 + ε‖x‖ − 1), and ε, b1, and b2 are positive param-

eters. Equation (13) enables flockmate attraction without
collision; a weak repulsive force is experienced when flock-
mate separation reaches d∗. The larger the value of ζvw − ζth,
the stronger (weaker) the attraction (repulsion) force. The
associated acceleration at time k is

gv,1(k) = b1

Lvw∑

w=1,w�=v

(ζvw − ζth)
{
exp

[
b2(ζvw − ζth)(‖zv(k)

− zw(k)‖σ − ‖d∗‖σ )
] − 1

}
nvw (14)

where nvw = (zw(k) − zv(k)/
√

1 + ε‖zw(k) − zv(k)‖2).
Moreover, flockmates that belong to the same multicast group,
interact to achieve velocity alignment. This is modeled as a
distributed consensus problem [30] in which the flockmates
are the vertices of a dynamic graph whose interaction to
achieve alignment is determined by the graph’s edge weight.
The associated adjacency matrix elements are set to avw(k)= 1
if ζvw ≥ ζth and avw(k) = 0 otherwise. The corresponding
acceleration is given by

gv,2(k) = b3

Lvw∑

w=1,w�=v

avw(k)(k)( v̂v(k) − v̂w(k)) (15)

where v̂v(k) is flockmate velocity along the
z-direction [see (18)].

2) ζvw < ζth: We consider the following potential energy
function for repulsion:

V2(k) =
Lvw∑

v=1

Lvw∑

w=1,w�=v

b4

2
a′

vw(k)(ζth − ζvw)

(‖zv(k) − zw(k)‖σ − ‖dr‖σ )2 (16)

where a′
vw(k) = 1 for zv(k) − zw(k) < dr and a′

vw(k) = 0
otherwise. Here, the repulsion decreases to 0 as the flockmate
distance increases to a predefined distance dr. The larger the
value of noncongruency (ζth − ζvw), the stronger the repulsive
force. The acceleration corresponding to V2(k) is therefore

gv,3(k) = b4a′
vw(ζth − ζvw)

Lvw∑

w=1,w�=v

(‖zv(k) − zw(k)‖σ − ‖dr‖σ )nvw. (17)

3) Multicast Dynamics and Decision-Making: The overall
dynamics for the vth flockmate in the z-direction is

{
v̂v(k + 1) = v̂v(k) + �t

∑3
l=1 gv,l(k)

ẑv(k + 1) = ẑv(k) + �t̂vv(k)
(18)

where �t is the time between two consecutive time steps.
At each time step k, flockmates of the same multicast packet

(from source agent i) cluster into Jn,i subgroup(s) at a node n;
a cluster algorithm such as [31] is used. If Jn,i > 1 let χm

represent the set of common candidate hosts for flockmates
in subgroup m and Wm be their set of destination agent
indices. We assign the desirability for a candidate host l as
D̃m,l = maxj∈Wm{Rl,k( j)}. We next rank the elements of χm

in decreasing value of D̃l and assign a probability from (11)
to obtain the expected remaining hops (for all subgroup flock-
mates to reach their destinations) if the group of packets is
split into subgroups

Rm =
‖χm‖∑

r=1

prD̃m,r (19)

where r denotes the ranking of the candidate host node in χm.
Alternatively, we next assume no subgroup splitting and

obtain the corresponding set χ̃i = ⋂Jn,i
m=1 χm consisting of the

indices of common candidate hosts for all the members in the
multicast group. Similarly, we define D̂l = maxj∈Ŵ{Rl,k( j)}
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where Ŵ = ⋃Jn,i
m=1 Wm, and rank the elements in χ̃i in increas-

ing value of D̂l. For each element of the reordered vector, we
assign a probability from (11) and compute the expected num-
ber of minimum remaining hops assuming all flockmates stay
in the same multicast group at time k

R̂ =
‖χ̃i‖∑

r=1

prD̂r (20)

where r denotes the ranking of the candidate host node in χ̃i.
At each time step, the splitting of flockmates within the

same multipath group into Jn,i subgroups may reduce end-to-
end latency (or hop count), but will increase BW consumption
by (Jn,i − 1) units. We define the cost to reduce the BW as
fb(n, i), which is positive, and define the cost to reduce the
end-to-end latency as fl(n, i), which is negative

{
fb(n, i) = max

Jn,i
m=1{Rm} − R̂ ≤ 0

fl(n, i) = Jn,i−1
Jn,i

≥ 0.
(21)

Based on (21), we define the overall cost function f (n, i)
to balance these competing objectives, which is shown as
follows:

f (n, i) = w1 fb(n, i) + (1 − w1)fl(n, i) (22)

where parameter w1 ∈ [0, 1]; here w1 = 0 optimizes latency
alone while w1 = 1 solely considers BW consumption. Thus,
at each time step, only if f (n, i) < 0, which means reducing
the BW consumption costs more than reducing the end-to-
end latency, the group of packets decides to split into Jn,i

subgroups. Otherwise they stay together. As soon as the sub-
groups separate, one packet in each subgroup normalizes its
z-coordinate value to 0. The value of w1 is numerically deter-
mined as shown in Section IV. The ongoing work focuses on
the theoretical analysis of the optimal value of w1.

IV. SIMULATIONS AND PERFORMANCE ASSESSMENT

Our simulations assess the performance of GOAliE using
traditional communication performance metrics including
packet delivery ratio and end-to-end latency. In addition,
we evaluate GOAliE in the context of a critical smart grid
distributed control application [28], maintaining transient sta-
bility in the face of fault(s) using wide-area PMU data. Such
a setting illustrates the performance and resilience of rout-
ing when the need for data is most critical for power system
operation. The performance of our multicast routing approach
is compared to a unicast version formerly proposed by
Wei and Kundur [7] and the multicast routing technique, mul-
ticast for ad hoc networks with swarm intelligence (MANSI),
based on swarm intelligence [32]. Although MANSI is not
designed specifically for smart grid communications routing,
it aims for similar adaptive multicast characteristics as GOAliE
providing an assessment of the advantage of using a flocking
paradigm in particular.

We consider the New England 39-bus test power system of
Fig. 1(a) as our underlying physical power system and employ
the mesh network of Fig. 1(b) for communications; the mesh
network has a uniform grid topology consisting of 61 nodes

(a)

(b)

Fig. 2. (a) Normalized rotor frequencies. (b) Phase angles versus time without
wide-area monitoring and control.

marked with their corresponding node indices in Fig. 1(b).
Compared with building a dedicated network, in the practi-
cal implementation, it is more economically and technically
efficient to achieve the synchronous data delivery by sharing
with other applications in the existing network infrastructure.
Therefore, in our simulation, we consider implementing our
proposed GOALiE multicast routing method in a shared net-
work. We set the buffer capacity of each node to be 5 and
network link BW to 400 Kb/s for the application of syn-
chronous data delivery. Furthermore, we set the PMU sampling
rate to 100 and 200 packets/s for low and higher congestion
scenarios, respectively. As suggested in [9]–[11] and [33], the
PMU data packets are simulated by using C37.118 data frame
with the packet size of 250 bytes. In addition, we assign
parameters ε = 1, b1 = 1, b2 = 5, b3 = 1/2, b4 = 3,
and � = 5. To guarantee efficiency in maintaining the tran-
sient stability, we set the strict end-to-end deadlines to be
0.05 s. We assume in the face of a fault, the associated
information needed to maintain transient stability has high-
est priority amongst all communication network information
flows. MATLAB/Simulink is employed for simulations.

A. Case Study I

A three-phase short circuit fault occurs on the bus 14 of
Fig. 1(a) at time t = 0 s. The associated lines 14 and 15 is
removed at t = 0.3 s, post critical clearing time. The system
behavior is illustrated in Fig. 2 over a period of 10 s and, as
expected, stability is lost as the normalized frequencies, phase
angles and phase angle differences diverge beyond operating
limits.

When the distributed control approach of [28] is applied,
post-fault clusters are first identified as {G1}, {G2, G3},
{G4, G5, G8, G10}, and {G6, G7, G9} (at time t = 0.35 s) with
lead agents selected as i = 1, j = 3, h = 4, and s = 9 that must
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(a)

(b)

Fig. 3. GOAliE packet delivery ratio versus (γ, β) for (a) low congestion
and (b) higher congestion.

(a)

(b)

Fig. 4. GOAliE packet delivery ratio versus (γ, β) for (a) DoS attack at
node 39 for t ≥ 5 s and (b) DoS attack at nodes 5 and 6 for t ≥ 5 s.

communicate through the network of Fig. 1(b). Cyber control is
assumed to be activated at t = 0.38 s which requires real-time
communications and control computation for each lead agent.

The GOAliE parameters γ designed to control “greediness”
and β designed to control “randomization” of the multihop
protocol are varied. Figs. 3 and 4 present the packet delivery
ratio for varying of (γ, β).

Fig. 3 shows results for low and higher congestion, respec-
tively, and Fig. 4 considers when congestion is low but DoS
attacks are present starting at t = 5 s at node 39 and at
nodes 5 and 6, respectively. In this paper, we model the
DoS attack as: 1) if DoS attack occurs on a network link,

(a)

(b)

(c)

(d)

Fig. 5. GOAliE packet delivery ratio versus w1 for (a) low congestion,
(b) medium to high congestion, (c) DoS attack at node 39 for t ≥ 5 s, and
(d) DoS attack at nodes 5 and 6 for t ≥ 5 s.

the attacked link becomes unavailable and 2) if DoS attack
occurs on a relay node, the attacked node and all the asso-
ciated network links are unavailable. For all cases, we set
w1 = 0.55 (22). As observed, when no DoS is present lower
randomization improves performance while γ has negligible
influence. In the face of DoS, effectively increasing β and
selected γ can improve the networks resilience to attack. For
instance, (γ, β) = (3, 0.95) provides good performance for
both DoS cases.

For the same test conditions as Figs. 3 and 4 and for
(γ, β) = (3, 0.95), Fig. 5 presents the packet delivery
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Fig. 6. GOAliE end-to-end latency versus packet generating time for
(a) higher congestion, (b) DoS attack at node 39 for t ≥ 5 s, and (c) DoS
attack at nodes 5 and 6 for t ≥ 5 s.

ratio versus w1. Fig. 5(a) considers the low congestion
scenario in which PMU sampling rate is 100 packets/s. In
Fig. 5(b), three different levels of network congestion are
examined: 1) medium congestion with PMU sampling rate as
150 packets/s; 2) relatively higher congestion with PMU sam-
pling rate as 175 packets/s; and 3) high congestion with PMU
sampling rate as 200 packets/s. From Fig. 5(a) and (b), we can
get that w1 ≥ 0.5 is needed in order to ensure resilience to the
congestion. Furthermore, Fig. 5(c) and (d) shows the delivery
ratio curves in the situation with DoS attacks. As observed, to
ensure robustness to the DoS attack, w1 ≤ 0.6. Therefore, we
set w1 = 0.55 to address both classes of bottlenecks.

We next study end-to-end delay. Once again we focus on
the situations of low and higher congestion and DoS attacks
on node 39 (t ≥ 5 s), and on nodes 5 and 6 (t ≥ 5 s).
Parameters are set to (γ, β) = (3, 0.95) and w1 = 0.55
for all cases. Fig. 6 illustrates the efficiency of our proposed
GOAliE multicast routing strategy in reducing end-to-end
latency in the presence of high congestion and DoS attacks.
From Fig. 6, we can observe the natural adaptation stage at the
beginning of communications in which experience is initially
propagated amongst flockmates to improve performance and
reduce end-to-end latency to a satisfactory value within 4.5 s.
This also occurs amidst DoS attack to improve delay, which
is demonstrated in Fig. 6(b) and (c). We can observe that

(a)

(b)

(c)

Fig. 7. End-to-end latency versus packet generating time by using dynamic
DM multicast routing method for (a) higher congestion, (b) DoS attack at
node 39 for t ≥ 5 s, and (c) DoS attack at nodes 5 and 6 for t ≥ 5 s.

the proposed routing strategy responds to the DoS attacks
within 0.5 s, which is achieved through the exchange of
flockmate experience. In order to compare the performance
of our proposed GOAliE multicast approach with the classical
dynamic multicast routing technique, we implement dynamic
dense mode (DM) multicast routing method [34] under the
same situations as Fig. 6 and evaluate the end-to-end latency
in Fig. 7.

From Figs. 6 and 7, we can conclude that our proposed
GOAliE multicast routing approach efficiently realizes the
situational-awareness on the network changes and end-to-
end latency reduction with the cost of increasing in the
packet overhead to achieve dynamic multicast routing deci-
sion. Furthermore, in Table I, we also compare the perfor-
mance between our proposed approach and the dynamic DM
multicast approach in terms of the average throughput. From
Table I, it is clear that, because of the procedure of propa-
gating experience and the resulting packet overhead increase,
the average throughput of our proposed method is slightly less
than that of the dynamic DM multicast approach in the high-
congestion situation. However, our proposed GOAliE method
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TABLE I
COMPARISON RESULTS ON AVERAGE THROUGHPUT (Kb/s)

Fig. 8. Normalized rotor frequencies and phase angles versus time in the
presence of distributed control [28] for high congestion: using (a) and (b)
GOAliE and (c) and (d) unicast routing scheme [7].

Fig. 9. Normalized rotor frequencies and phase angles versus time in the
presence of distributed control [28] for DoS: using (a) and (b) GOAliE and
(c) and (d) MANSI multicast routing [32].

notably outperforms the dynamic DM multicast method when
there are unexpected DoS attacks.

Figs. 8 and 9 compare the performance of GOAliE with
existing intelligent routing protocols [7], [32]. To assess per-
formance in the context of a smart grid application, the
effectiveness of the routing approach for wide-area com-
munications for the distributed control scenario of [28] is
considered. In Fig. 8, we consider high congestion and a
PMU packet rate of 200 packets/s. We compare our pro-
posed multicast routing scheme with the unicast version
of [7] to observe that multicast routing efficiently improves

Fig. 10. (a) Normalized rotor frequencies. (b) Phase angles versus time
without wide-area monitoring and control.

resilience to high congestion, which has a beneficial effect for
real-time control as witnessed by the greater stabilization of
frequency.

In Fig. 9, we consider DoS attack at nodes 5 and 6 for
t ≥ 5 s. The PMU packet rate is set to 100 packets/s for
low congestion. We compare GOAliE to MANSI [32] and
observed that our proposed approach is still more resilient to
DoS attack by predicting the impacted network region in real
time and adaptively routing packets. From Figs. 8 and 9, we
can observe the effectiveness of our proposed routing strategy
in mitigating the impact of congestion and DoS attacks on the
in-time critical data delivery and ensuring transient stability
maintenance for the power systems.

B. Case Study II

We assume that a three-phase short circuit fault occurs on
the bus 21 of Fig. 1 at t = 0 s and that the associated
lines 21 and 22 is removed at t = 0.3 s, post critical clearing
time. The system behavior without control is shown in Fig. 10
over a period of 10 s and, as expected, stability is lost.

When the distributed control approach of [28] is
applied, post fault clusters are identified as {G1, G10},
{G2, G3, G4, G5, G8, G9}, and {G6, G7} at t = 0.35 with lead
agents selected as i = 1, j = 4, and h = 6 that communicate
through the multihop mesh network in Fig. 1(b) for real-time
control beginning at t = 0.38 s.

Figs. 11 and 12 present the GOAliE routing packet delivery
ratio for varying (γ, β) under low and higher congestion, and
DoS attacks at node 21 and at nodes 27 and 28 both start-
ing at t = 5 s. As observed, when DoS is not present lower
degrees of randomization via parameter β improves perfor-
mance while the penalty γ has negligible influence. For DoS,
effectively increasing β and selecting γ can improve the net-
works resilience to attack. For instance, (γ, β) = (3, 0.95)

provides good performance for both DoS cases.
We next study the effect of the end-to-end delay on the

ability of distributed control to maintain transient stability.
Once again we focus on higher congestion and DoS attacks
on node 21 and on nodes 27 and 28 both for t ≥ 5 s.
Parameters were consistently set to (γ, β) = (3, 0.95) and
w1 = 0.55. Fig. 13 demonstrates the successful performance
of the routing protocol under both high congestion and DoS.
From Fig. 13, we can see the routing experience is initially
propagated amongst flockmates to improve the performance.
Fig. 13(a) shows that, through the initial flockmate experience
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(a)

(b)

Fig. 11. GOAliE packet delivery ratio versus (γ, β) for (a) low congestion
and (b) higher congestion.

(a)

(b)

Fig. 12. GOAliE packet delivery ratio versus (γ, β) for (a) DoS attack at
node 21 for t ≥ 5 s and (b) DoS attack at nodes 27 and 28 for t ≥ 5 s.

exchange, end-to-end latency is reduced to less than 40.5 ms
within 4 s. Furthermore, Fig. 13(b) and (c) illustrates the
self-healing property of our proposed routing strategy. We can
observe that the proposed routing strategy responds to the DoS
attacks within 0.5 s and adjusts the end-to-end latency back
to less than 40.2 ms within 2 s.

Fig. 14 evaluates multicast routing performance for dis-
tributed control [28] of the New England 39-bus power
system. We consider high congestion and DoS attack at
nodes 5 and 6 for t ≥ 5 s with parameters (γ, β) = (3, 0.95)

and w1 = 0.55. The PMU packet rate is 200 packets/s for

Fig. 13. GOAliE end-to-end latency versus packet generating time for
(a) higher congestion, (b) DoS attack at node 21 for t ≥ 5 s, and (c) DoS
attack at nodes 27 and 28 for t ≥ 5 s.

Fig. 14. Normalized rotor frequencies and phase angles versus time for
distributed control [28]. For GOAliE (a) and (b) in the face of high congestion
and (c) and (d) DoS attack.

high congestion and 100 packets/s for low congestion. It is
clear from the generators’ performance that transient stability
is maintained in the presence of serious fault on the bus 21
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through both high congestion, and DoS attack, thus demon-
strating the potential of proposed adaptive multicast routing
strategy.

V. CONCLUSION

In this paper, we propose an adaptive distributed multi-
cast approach for PMU communication routing in multihop
mesh networks for wide-area monitoring and control. We
model interactions amongst network packets in terms of local
optimizations and/or pairwise “forces” based on flocking the-
ory. We assert that such an approach provides a convenient
methodology for development of an adaptive distributed and
resilient multicast routing technique. Although, our selec-
tions of decision-making metrics and potential functions
are not unique, they are designed to facilitate computation
and resilient selection through effective monotonic parame-
ter trends, rank order, and/or the appropriate incorporation of
competing objectives.

We observe the advantages of goal seeking, obstacle eva-
sion, collision avoidance, and behavioral transitions strategies
from flocking for timely and resilient distributed multicast
data delivery in comparison to existing routing techniques.
We conclude that our distributed multicast routing approach,
which that makes use of predecessor packet experiences much
like flocks in nature, has the potential to facilitate an adap-
tive, self-healing, and resilient communications in smart grid
applications. Our framework conveniently represents commu-
nication dynamics in a form that can be integrated with power
system dynamics to provide a comprehensive framework for
understanding cyber-physical system interactions. The ongo-
ing work focuses on the theoretical analysis of the optimal
value of w1 which is the critical parameter to balance between
the competing objectives of minimizing the end-to-end latency
and BW consumption. For the future work, we will further
analyze the tradeoff between robustness and low latency by
allowing the packets to select a detour when there are DOS
attacks or high congestion. We will also focus on integrat-
ing our proposed flocking-based GOAliE multicast routing
method for the synchronous data delivery with our previous
work on the flocking-based control strategy for the transient
stability maintenance and achieving a cyber-physical dynamics
in a higher-dimensional space to determine smart grid design
strategies for overall system resilience to cyber and physical
disruption.
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