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Abstract

Recent work on differentiated services in the Internet has defined new notions of Quality of Service
(QoS) that apply to aggregates of traffic in networks with coarse spatial granularity. Most proposals
for differentiated services involve traffic control algorithms for aggregate service levels, packet marking
and policing, and preferential treatment of marked packets in the network core. The issue of routing
for enhancing aggregate QoS has not received a lot of attention. This study investigates the potential
benefit of using alternate routing strategies in support of differentiated services. We propose a traffic
control scheme, calle8imple Alternate Routingvherein portions of unmarked packet flows can be
assigned to alternate paths through a Service Provider Network (SPN) in response to congestion feedback
information. The scheme is simple, requiring only minor changes to the SPN border routers so that
alternately routed packets can be tunneled via conventional paths to an intermediate border node and
then tunneled from there to the original egress border node. We present distributed algorithms for (1)
discovering congestion within the SPN, and (2) allocating traffic to alternate paths that are uncongested.
We have implemented the scheme in a packet-level simulation, and we have examined the transient
response of the algorithm to perturbations in the nominal traffic levels experienced by the SPN. The
experimental study of this paper provides some understanding of the scheme’s ability to adapt in routing
packets around congestion. Our results indicate that the alternate routing framework shows promise and
warrants further consideration.

Key Words: Quality of Service, Routing, QoS-Routing, Differentiated Services.

*This work is supported in part by the NSF through grants ANI-9903001, ECS-9875688 (CAREER), ANI-9730103, and NCR-
9624106 (CAREER).



1 Introduction

To meet the service requirements of emerging Internet applications, new mechanisms for ensuring Quality
of Service (QoS) need to be developed that requires fundamental changes to the Internet's connectionless
best-effort architecture. Early work on Internet QoS focused on supporting varying service qualities for
each individual end-to-end traffic flow. In thper-flow model, network resources are reserved separately

for each individual flow to support the desired QoS level. In the Internet Engineering Task Force (IETF),
the Integrated Services Working Group (IntServ WG) has devised a per-flow QoS service model [39, 36].
However, Internet service providers generally have not embraced the per-flow model, mostly due to the need
to maintain state information for each flow at each router on its path.

The gap between the growing need for service differentiation and the inability of the existing per-flow
QoS model to serve this need has triggered a rethinking of the basic tenets of QoS in the Internet and has
led to a major revision of the approach to implement QoS in the Internet. Since the mid-1990's [18], a
revised QoS notion has emerged [16, 19, 33], and, since November 1997, is being made precise by the
Differentiated Services Working GropiffServ WG) group in the IETF [9, 10]. A main characteristic of
the new QoS model is that service guarantees are given to aggregate flows, rather than on a per-flow basis.
While proposals vary widely in their specifics, they all share the following characteristics.

e Service providers and users agree upon a hierarchy of service classes defined with respect to a gener-
alized notion of bandwidth consumption.

e The service agreements are enforced at the network boundaries, through a combination of marking,
dropping, or shaping of incoming packets.

¢ Network elements in the core of a network process packets based exclusively on the marking that
packets received at the network border.

e Service agreements are made for traffic aggregates as opposed to single traffic flows. Elements in the
core of the network do not have any notion of end-to-end flows.

QoS for aggregate traffic is fundamentally different from per-flow QoS. For example, the QoS guaran-
tees for aggregate traffic in a network can have a different geographical scope [16] between a specific
source/destination pair, from a specific source to a set of destinations, or from a source to any destination.

In this paper we consider a network abstraction as depicted in Figure 1. The network is composed of
customer networks and Service Provider Networks (SPNs). Each customer network has access to at least one
SPN. Customer networks are the sources and sinks of traffic, so that each SPN must be connected to at least
two other networks. Each SPN consists of a set of interconnected routers. Routers which connect directly to
another network are calldabrder nodesthe other routers are calletre nodesBorder nodes that receive
incoming traffic aréngress nodesand border nodes that transmit traffic to neighboring networks are called
egressnodes. Any border node can be both an ingress node and an egress node. We refer to the aggregate
traffic for a given ingress/egress node pair asggregate flow

SPNs offer customer networks a range of network services. Customers and service providers nego-
tiate a traffic profile which specifies the traffic rate which can be submitted to the network for a given
service. A traffic profile is manifested in a so-called Service Level Agreement (SLA). Traffic condi-
tioning at network boundaries is a common denominator in most Internet differentiated services propos-
als [9, 10, 16, 23, 24, 44]. Traffic conditioning includes metering, marking, dropping, and shaping of traffic.

A simple way to condition traffic is to “mark” packets which do not comply to the negotiated traffic profile;
“unmarked” packets (which do comply to the negotiated traffic profile) have higher priority in the network.
Each traffic conditioner is responsible for maintaining state information for the aggregate flows it monitors.
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Figure 1: Network View.

The conditioning of a packet can be different at each network boundary it encounters, based on the SLAs
between adjacent networks.

Here we focus on traffic control algorithms for an individual SPN. We adopt a service model similar
to the Assured Forwarding Per Hop Behavi§23], currently proposed by the DiffServ WG. In short, we
seek to minimize the loss of in-profile traffic in networks watbarse spatial granularity19], that is, where
the service profile is applied to any possible destination in the Internet. Without the ability to establish
per-flow state in the network, and with limited complexity at core nodes, traffic control algorithms which
enable or support differentiated services will be heavily based on algorithms implemented at border nodes.
We proposeSimple Alternate RoutinSAR) which, in addition to traffic conditioning, imposes two extra
responsibilities to border nodes: (1) congestion discovery and detection of alternate paths, and (2) allocation
of traffic along alternate paths.

e Congestion Discovery and Detection of Alternate PathsSince the directionality and volume of
traffic is not specified in advance in networks with aggregate QoS and coarse spatial granularity,
traffic control algorithms must rely heavily on feedback from the network. In this paper, we require
the border nodes of the network to periodically collect congestion information about the network to
facilitate subsequent redirection of traffic flows. Each border node periodically transmits a probe
packet to egress nodes to determine the existence of congestion on the prevailing paths within the
SPN. If a probe packet encounters a link which is utilized above a given threshold, then the path it
is traversing is declared to be congested. More generally, however, probing mechanisms can be used
to collect detailed information about the state of the network, such as the amount of bandwidth and
buffer space available at each link along a path [11, 38]. Alternatively, feedback information can be
obtained by piggybacking state information along the return path for a flow.

¢ Allocation of Flow Along Alternate Paths: Again, without specific prior information about the
volume and directionality of traffic in networks with aggregate QoS and coarse spatial granularity,
provisioning for QoS guarantees is extremely difficult without suffering from underutilization of net-
work resources. Thus, it is of interest to have mechanisms in place which allow the network to make
use of capacity that would otherwise go unused. The proposed algorithm of Section 3 requires border



nodes to allocate varying amounts of flow along underutilized paths in response to the probing and
feedback mechanism described above. We assume that the network employs an existing, distributed
routing algorithm such as OSPF [31]. We allow the possibility that underlying network routes change
dynamically in response to congestion, but we assume that these routing updates are infrequent, at
least with respect to the time-scale of the rerouting process that we propose. We will employ an al-
ternative technical mechanism, callgichple alternate routingin which we assume that the network

has the ability to implement “IP tunneling” between border nodes, i.e., the network has the ability to
perform IP-in-IP encapsulation [43]. Thus, we do not require or assume that the algorithms for flow
redirection need to cooperate with the underlying (slowly varying) routing protocol.

Prior work on QoS routing has focused primarily on mechanisms for ensuring QoS to unaggregated
flows. Dynamic routing schemes, such as Dynamic Alternative Routing [20] and Aggregated Least Busy
Alternative Routing [28], were originally developed in the context of circuit switched networks, focusing on
the allocation of calls to two-link alternative paths in times of heavy load. Recently there has been a lot of
interest in per-flow QoS routing in the Internet. Here, the focus has been on technical mechanisms, including
extensions to OSPF and algorithmic considerations (complexity of optimal routing). (See for example [1,
12]). Dynamic routing foraggregateQosS, which is the goal of SAR, is a relatively new development.
Other work in this vein includes Location Independent Resource Accounting (LIRA) [44] which employs
economic mechanisms in traffic conditioning and routing for aggregate flows. Much of the recent interest in
traffic engineering and aggregate QoS is due to the emergence of MPLS, e.g. constraint based routing [8].

The purpose of this paper is to introduce and evaluate SAR as an alternate routing framework for aggre-
gate QoS and to present results from an initial simulation study. The layout of the paper is as follows. In
Section 2, we describe related work in the area of routing. In Section 3, we provide a complete description of
our alternate routing scheme and indicate how it applies in various contexts for aggregate QoS. In Section 4,
we present simulation results that illustrate the ability of our scheme to reroute flows around congestion. In
Section 5, we discuss our results and make brief conclusions.

2 Related Literature

The basic idea in alternate routing has its roots in the dynamic and alternate routing algorithms developed
for circuit switched networks in the 1980’s and 1990's [4, 5, 35, 20, 29, 28, 6]. The decentralized scheme
known as Dynamic Alternative Routing (DAR) introduced by Gibbens, Kelly, et al. [20] is of particular
interests. In DAR, assuming a complete graph topology, individual calls, say between:rentgs are

directly connected whenever enough capacity is available on théilifik As soon as the direct connection
becomes unavailable, then an intermediate noderandomly selected, and if the utilization of each link

(i,k) and(k, 5) is below trunk reservation thresholds, then the call is routed on the alternative 2-link path
(i,k, j). DAR is often referred to as “sticky random routing” because rfodefined for calls betweenand

j is held fixed until the alternative path becomes unavailable due to trunk reservation on each constituent
link, at which time a new tandem node is selected. The alternate routing scheme of this paper is similar
to DAR in that (1) alternates are constructed by tunneling traffic to intermediate egress nodes and (2) the
same alternative path is used for a given ingress/egress pair until it become congested at which time a new
alternative path is randomly selected. Of course, our alternate routing scheme is intended for the Internet,
which is packet switched where routing decisions apply to aggregates of traffic and not to individual calls.
Other researchers have considered interesting variations on DAR, and we cite particularly the Aggregated
Least Busy Alternative scheme of Mitra et al. [28], where alternative paths are selected with consideration
to the load already being experienced on each candidate. Load dependent alternative path selection is an
idea that applies in our alternate routing framework, but we do not consider this possibility further in this



paper.

Recently there has been a lot of interest in per-flow QoS routing for the Internet. Here, the focus has been
on technical mechanisms including per-flow QoS extensions to OSPF [1, 17, 49], algorithmic considerations
(complexity of optimal routing) [12, 14, 22, 34, 40, 47], the issue of imperfect state information [13, 21, 25],
and overall practical consideration [2, 3, 26, 27, 42]. Recent work by Nelakuditi, Zhang, and Tsang [32]
bears a particularly close relationship to ours. In [32], they propose Adaptive Proportional Routing (APR),

a “localized” QoS routing scheme, where ingress nodes use locally available information in selecting paths
for individual QoS flows based on the notion of virtual capacity. They describe a simple and robust imple-
mentation of their idealized scheme, referring to it as “proportional sticky routing”. The alternate routing
scheme of this paper is similar in that we attempt to reroute flows on the basis of locally collected informa-
tion, however, the underlying QoS models are fundamentally different. Other related work is due to Segall et
al. [41], who describe a means of reducing the number of blocked sessions in a guaranteed services network
by constructing alternate paths for traffic as a sequence of intermediate destinations without requiring full
knowledge of the underlying routing structure. Alternate paths are selected on the basis of feedback infor-
mation about the availability of resources on their constituent links, and the concept applies to unicast and
well as multicast. Zappala [48] discusses an alternative path routing mechanism similar to ours for multicast
traffic, focusing on issues of path computation and installation.

In studying the literature, we have found very little published research on routing for enhanced aggregate
QoS or differentiated services. Stoica and Zhang’'s work on Location Independent Resource Accounting
(LIRA) [44] considers economic mechanisms for traffic conditioning and routing without appealing to a per-
flow QoS model. LIRA is essentially a pricing-based mechanism for differentiated services, where traffic is
marked with respect to link prices that depend on utilization. Each aggregate traffic source is equipped with
a leaky bucket traffic conditioner, where (1) tokens flow into the leaky bucket at a prescribed rate according
to a service contract between the aggregate user and the SPN and (2) the number of tokens required for a
packet to be marked as in-profile depends on the size of the packet and on the sum of the per-bit prices
for each link on a given path. Link prices are set as the inverse of available capacity and are computed
incrementally (cf. Equation (2) in [44]). One implication of this is that traffic marking in LIRA depends on
the state of the network. That is, holding fixed the total volume of traffic produced by an aggregate source,
the percentage of marked (in-profile) traffic depends on the level of congestion in the network. Routing in
LIRA is accomplished by maintaining a list of minimum cost paths for each ingress/egress pair and then
balancing the load assigned to each path in accordance with their prices. LIRA is a relatively complicated
scheme for aggregate QoS since source routing is used to assign packets to a given path. In comparison,
our alternate routing scheme does not require any interaction with the underlying routing protocol. In
comparison to LIRA, the benefits of our schemes are that (1) our use of tunneling introduces less overhead
than source routing, and that (2) all of the complexity of the scheme resides at the network’s edge.

3 Simple Alternate Routing

SAR has two main components: (1) a feedback mechanism which informs border nodes of congestion within
the network and (2) a distributed control mechanism for selecting alternate paths and assigning traffic to
alternate paths. We describe these mechanisms in detail in Subsections 3.1 and 3.2, respectively. We assume
a form of differentiated services where unmarked (in-profile) packets receive preferential service within the
network. For the purposes of this study this means that unmarked packets are the ones that get alternately
routed (in addition to receiving other kinds of special treatment, including favorable scheduling.) We assume
that routes in the SPN are maintained by an underlying routing protocol, such as OSPF [30, 31], which
updates routes on a relatively long time scale compared to the rate at which alternate routing operations
are performed. The underlying routing protocol definesdhect pathsfor the packets associated with
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Figure 2: The direct path fromd to B is the route determined by an underlying routing protocol. The
alternate path throug@' is comprised of the direct paths fromto C' and fromC to B.

an aggregate flow. In general, SAR seeks to reroute unmarked traffic away from congested direct paths.
Candidatealternate pathsbetween two border nodes are those routes which pass through a third border
node. This is illustrated in Figure 2, where we depict the direct path and an alternate path for the aggregate
flow between border node4 and B. The alternate path betweehand B has two segments, the direct

path betweem andC and the direct path betwed® andC'. Note that the underlying routing algorithm

for selecting direct paths need not be modified. All that is required for establishing an alternate path is the
ability of border nodes to set-up tunnels, using IP-in-IP encapsulation, between nodes.

3.1 Congestion Discovery

Since the goal in alternate routing is to reroute traffic around congestion, it is essential to have a mechanism
in place for discovering congestion at least along direct paths within the SPN. For this paper we adopt a
minimalistic congestion discovery method. Specifically, we propose to use a probe-based mechanism that
provides binary feedback indicating the existence of congestion along a given direct path. Congestion is
defined in terms of buffer occupancy. If a node along a direct path has a buffer which is occupied beyond
a given threshold levek, then the entire path is declared to be congested. Binary congestion feedback
has been used extensively for flow control in computer networks [15, 37]. Its application here is somewhat
different in that we are only interested in routing and do not attempt to change source characteristics through
feedback. Congestion information assists in maintaining and allocating flow to alternate paths, as discussed
in Section 3.2.

We now specify the congestion discovery mechanism for a given border node. The algorithm, which
is executed once per so-called@ngestion discovery peripe a binary congestion feedback scheme [37],
similar to the FECN algorithm used in ATM traffic management for ABR connections [7]. Once per conges-
tion discovery period, each border node sends a probe packet to every other border node, and probe packets
are reflected by the destinations back to the sending source node. For each dirédt pjtheing probed,
the core nodes at each link along the path compare their current buffer occupancy levels to the threshold level
X. If the buffer occupancy at any node is greater thanthen the entire path is declared to be congested
and a bit is set in the probe. The probe continues dB,tewvhereB appends a table (a congestion vector) to
the proble that describes the congestion state of all direct pathsBrof this point the probe returns té,
where A storesB’s congestion vector and notes the existence or absence of congestion on thé,@ih
in its own congestion vector. We assume that probe packets get the highest possible priority in the network
and that they are never dropped and do not experience processing delay.



3.2 Allocation of Traffic to Alternate Paths

Here we describe algorithms for selecting alternate paths for aggregate flows and allocating traffic to the
alternate paths. The general approach is completely decentralized; the control algorithm is realized inde-
pendently for eacliA4, B) pair. Decisions to reroute flow along alternate paths occur at the same time scale
as the congestion discovery process described above. The allocation method is rather simple: the direct path
for a given flow is used exclusively until congestion is first detected. Once congestion is detected, SAR
attempts to identify an alternate path to which some fraction of the flow ffam B may be allocated. To

define an alternate path all that is required is an intermediate egresé'rsaaé that the direct paths fror

to C and fromC to B are uncongested; alternately routed flow will simply be tunneled,tand then from

C'to B. Only one alternate path is considered foto B traffic at any time. Also, as in the alternate routing
scheme in [41] (where alternate paths are constructed on demamtifgdual QoS flows), our control
algorithm does not need to know the actual composition of the alternate path, only that it is uncongested.
The process of identifying and maintaining alternate paths is specified in Algorithm 1 below.

Algorithm 1 (Find _Alternate _Path)

Input: Three nodesA, B, C, where (4, C, B) is the current alternate path for the aggregate flow
betweend and B; C' = () if no alternate path exists.

Output: New alternative patti4, C’, B).

e If C = 0 or (4,C,B) is congested, then find a nod¥ # C such that(4, C', B) is uncongested
(C'" = 0 if no such node exists).

e OtherwiseC’ := C, that is, the alternative pathA4, C, B) is unchanged.

Once an alternate path has been defined, the main work of the algorithm is to adjust the amounts of alter-
nately routed traffic according to congestion feedback information. The main control variabldraction
of alternately routed unmarked traffic. We do not assume that we are able to control the absolute amounts
of traffic entering the network; in fact we do not even assume that this quantity is directly observable. The
only mechanism at our disposal is one where an adjustable fraction of unmarked packets originating at
destined forB can be shunted through an alternate path, perhaps through randomization. This fraction is
adjusted up or down depending on the persistence of congestion along either the primary and alternate paths,
as described in Algorithm 2 below.

Algorithm 2 (Allocate _Alternate _Flow)

Input: A, B andu g, the fraction of alternately routed unmarked traffic frodrio B.

Output: Updated value/, 5. [Note: if no alternate path exists (i.€Z = 0), then none of the flow is
alternately routed, regardless of the valueudfy.]

If (4, B) is uncongested, theil, ; := max{0,uap — ko }.

If (A, B) switches from being uncongested to congested aulgldf < ko, thenu', 5 := ky.

If (A, B) remains congested and an alternate path exists(i.e 0), thenv', 5 := min{usp+k,, 1).

Otherwiseu', 5 = uap remains unchanged.



Figure 3: Simulated network topology. The thick circles depict border nodes, and all remaining nodes
(inside the dashed line) are core nodes.

Algorithm 2 determines the fraction of unmarked traffic which is sent on the alternate path. Marked
(i.e. out of profile) traffic is never rerouted on an alternate path. The increment and decrement functions for
alternately routed traffic, are followingaalditive increasiadditive decreaseasing the vocabulary from [15,

37]. If congestion persists, the change to the fraction of alternately routed flow is either a constant amount
k., or the difference between the current allocation and fully alternately routed #dditi{ve increasg
However, if no alternate path can be foundfgd_Alternate Path, the fraction of unmarked traffic routed

on the alternate path remains fixed.

4 Experimental Results

Here, we present simulation results that illustrate our scheme’s ability to enhance aggregate QoS. Our simu-
lator is adapted from the LIRA simulator used in [44]. In our experiments we simulate the operation of SAR

in a large backbone network subjected to various types of traffic perturbations. We have considered four
types of perturbations: uniform step, uniform ramp, uniform impulse train, and non-uniform impulse train.
For each perturbation model, we compare the response of SAR to a baseline Internet routing protocol and to
a LIRA-type multipath routing protocol. Comparisons are made in terms of aggregate marked packets lost
and marked packets delivered.

Our SPN model is based on the topology of the vBNS backbone network [45], as shown in Figure 3,
with 10 border nodes and 12 core nodes. Note that the core nodes in the network are connected exactly as are
the main points-of-presence in the vBNS. All links are full duplex with 10 Mbps transmission capacity, each
equipped with a 1 Mb buffer. By today’s standards 10 Mbps is very slow for a backbone network, however,
we choose this number to reduce the overhead associated with our packet-level simulation. Propagation
delay between any two nodes is fixed at 10 ms. Each link employs a RED-like scheduling policy where (1)
unmarked incoming packets are dropped if buffer utilization exceeds 50%, and (2) all incoming packets are
dropped if buffer utilization exceeds 95%.

In the simulations, each border node serves as an ingress point for two aggregate flows (with distinct
egress nodes). Also, each border node serves as an egress point for two aggregate flows (with distinct ingress
nodes). The traffic matrix shown in Table 1 specifies the exact input/output relationship. Each aggregate
flow is comprised of a large number of individual Pareto [46] traffic sources. The nominal traffic load of
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Table 1: Traffic matrix for the SPN. Eaclk™indicates the presence of an aggregate flow.

each aggregate flow is defined by 400 Pareto sources. Each source starts generating traffic at simulation
timet = 30 seconds. We set the parameters for each Pareto source as follows: (1) each source draws ON
and OFF interval sizes from a Pareto probability density functigi{r) = Ba®7#~1 with 7 > a, where
a > 0is a constant set so that sources transmit between 800 and 8000 bytes during ON periods and the
power factorg = 1.2. Routes in the SPN are selected on the basis of minimum hop count.

Finally, we used the following parameters values in implementing SAR. First, for each aggregate flow
(A, B), whenever it is necessary for the ingress ndde select an alternate path, it chooses one randomly
out of the set of uncongested paths. Available alternate paths are chosen with equal probability. Congestion
is defined by a buffer occupancy thresholdXf= 95%. Updates to the allocation g of alternately
routed marked traffic are made according to the additive increase and additive decrease rule, where the
initial percentage of alternately routed unmarked tréiffics set to zero, and the additive increase parameter
k, is set to 0.1%. Congestion discovery periods for each ingress node are separated by random intervals
chosen uniformly between 1.275 and 1.725 seconds.

4.1 Uniform Step Perturbation

Here, we examine the performance of SAR when the system is subjected to a rapid step increase in the
amount of traffic subjected to the network. We perturb the system=a250 seconds, after the system has
almost reached steady state with respect to the nominal traffic load. As shown in Figure 4, the perturbation
is accomplished by increasing the number of Pareto sources from 400 to 800 for each aggregate flow shown
in Table 1; this additional traffic persists uptte- 700 seconds, at which time the number of sources reverts
back to nominal levels. We refer to this perturbation model as a “uniform step” since the same increase
in traffic is experienced in all flows simultaneously, without any particular directionality in the additional
traffic. The idea is to capture the effect of a sudden increase in the number of users making use of the
network. In running the simulation we collect performance statistics measured over 0.5 second intervals,
and these measurements begif at150 seconds.

We are interested in the network’s response to the perturbation in different aggregate QoS scenarios.
First, we examine the case where the percentage of number unmarked packets being generated is held fixed
at 40%. That is, even after the perturbation at time 250 seconds, the percentage of traffic entering
the network that is unmarked is 40%. Since the number of sources per aggregate flow doubles from 400
to 800, the volume of unmarked traffic entering the network doubles. The response of the network to this
perturbation is shown Figure 5, where we plot both the numbers of unmarked packets dropped and unmarked
packets delivered as a function of time. The plots show the performance of SAR running on top of a basic
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Figure 5: Sample response to the uniform step perturbation when 40% of all packets are unmarked.

underlying routing algorithm, which, in our case, is a min-hop routing protocol. From Figure 5(a), which
shows unmarked packets lost as a function of time, we observe that SAR is able to almost completely
eliminate packet loss in response to the perturbation, whereas this is not the case with min-hop routing
alone. Figure 5(b), which shows unmarked packets delivered at a function of time, helps to put this in
perspective. The elimination of packet loss amounts to a relatively small percentage improvement in the
aggregate number of unmarked packets delivered.

It is interesting to point out some peculiar aspects of the transient responses in Figure 5. First, with
regard to unmarked packets lost, the initial response of SAR is intuitive: the number of unmarked packets
lost rises sharply when the new traffic hits and then rather quickly decays to a very low level. The response
of min-hop routing alone is somewhat harder to explain, particularly the apparent decay in the number
unmarked packets lost. Why should the number of unmarked packets lost diminish when the routes in min-
hop routing do not change? The answer is somewhat subtle and depends on behavior which can only arise
in a network setting. We point out that before the perturbation hits at#ime50 seconds, the buffers at
the border nodes are not quite full, which means that any unmarked packet loss is due to congestion at core
nodes. Since the buffers in the border nodes are not full when the perturbation starts, there is a short period
of time when the network admits a great deal more traffic than it can handle at the new steady state. The
traffic admitted during this time leads to an initial positive spikbaththe number of unmarked packets lost
and the number of unmarked packets delivered. This spike is short lived, and the subsequent decay in the
case of min-hop routing alone is not due to route adaptation. Similar reasoning helps to explain the reverse
spike which is apparent at the end of the perturbation when the number of Pareto sources per flow drops back
to 400. In reverting back to the nominal traffic levels, it takes some time for the buffers at the border nodes
to empty back to their nominal levels, causing a temporary shortage in the number of unmarked packets
entering the network.
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Figure 6: Sample response to the uniform step perturbation when 70% of all packets are unmarked.
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Figure 7: Sample response to the uniform step perturbation when 100% of all packets are unmarked.

Figures 6 and 7 illustrate the performance of SAR when the percentages of unmarked packets arriving
at the network are 70% and 100%, respectively. In both cases the network is overwhelmed by the volume
of unmarked traffic and simply does not have the resources to reduce packet loss to zero, even with SAR in
effect. We point out that the variability (noise) in the plots of unmarked packets lost and delivered for SAR
is significantly higher than that for min-hop routing alone. This is due to rapid switching of alternate paths.
Because of the extreme volume of unmarked traffic, as soon as an alternate path is established, the additional
alternately routed traffic causes the alternate path to become congested, and this forces border nodes to seek
new alternative paths. While the rapid switching of routes indicates to a certain degree of instability, these
oscillations are only observed under extremely heavy volumes of unmarked traffic. Note that, even with
the rapid switching of alternative paths, the performance of SAR in terms of unmarked packets lost and
delivered is uniformly better than that achieved by min-hop routing alone, at least in terms of unmarked
packets dropped.

So far we have focused on the performance of SAR in networks where packet marking is determined
completely by source characteristics. We now examine its performance in the context of load-dependent
packet marking. Specifically, we consider alternate routing as a replacement for the load balancing func-
tionality in LIRA, while keeping the LIRA pricing-based packet marking mecharisRecall that, in LIRA,
each aggregate source is equipped with a leaky bucket traffic conditioner that marks packets entering the net-

YIn implementing SAR in this context, we were careful to mark packets with respect to congestion levels on both the direct and
alternate paths for a given aggregate flow, in the proper proportions.

11



Uniform Step Perturbation: LIRA marking Uniform Step Perturbation: LIRA marking

7000 T T - T N 20000 Lo T T T T
SAR with min hop routing —— LT \ \ . LIRA-2
LIRA-2 ----- 18000 [~ M G L | Ay B
6000 |- =
8 3 16000 - 8
85000 - 4 Bt SAR with min hop routi J
S T
= L -
8 4000 |- IR S
4 | -
g 3000 - SAR with min hop routing | g o000
B B 8000 [ b
4 X
5 2000 - LIRA-2 5 6000 - i
c
E’ 1000 - oy, B & 4000 SARwithminhop routing —— |
N 2000 |- LIRA-2 ------
0 Bhnesiate, | | R A S e 0 | | | | | |
100 200 300 400 500 600 700 800 100 200 300 400 500 600 700 800
Simulation time (sec) Simulation time (sec)
(a) Unmarked packets dropped. (b) Unmarked packets delivered.
Uniform Step Perturbation: LIRA marking
28000 ‘ ‘ SAR with min hop routing ——
26000 - L LIRAS - |
5 24000 - b |
& 22000 P ’/LIRA—Z ]
2 20000 - R .
S 18000 - ! Sltvimne :.7.?.1’,‘.‘?.:7:‘.?;1\1 P A o i
£ 16000 |- ; F 1
<5 14000 - i SARwithminhoprouting | )
© 12000 = i I N
B 10000 L
§ 8000 Y
E e000- ]
I 4000 : -
2000 - ! i

1 1 1 1 1 1
100 200 300 400 500 600 700
Simulation time (sec)

(c) Unmarked packets generated.

@®
Q
o

Figure 8: Sample response to the uniform step perturbation with LIRA-type packet marking.

work only if enough packets are available in the token buffer. The number of tokens required per packet
depends on a congestion-dependent per-bit price associated with each link on the path from ingress to egress.
As a result, the percentage of unmarked traffic entering the network depends on the level of congestion in
the network, and with heavy enough load, the percentage of unmarked traffic could drop well below 40%.
Our LIRA-based simulation resuftsire shown in Figure 8. Since the percentage of unmarked packets is
variable, we now plot the number of unmarked packets being generated as a function of time [cf. Figure 8
(c)] in addition to the numbers of unmarked packets lost and delivered. The figure compares the perfor-
mance of SAR to LIRA. Both schemes generate and deliver roughly the same number of unmarked packets,
with the LIRA doing slightly better. With respect to unmarked packet loss, the SAR seems to respond faster
to the perturbation than LIRA, resulting in a smaller total number of unmarked packets lost. Overall, SAR
and LIRA perform comparably in our simulation runs, with no scheme outperforming the other. We point
out, however, that SAR is considerably easier to implement. Setting aside the shared complexity of pricing-
based packet marking, LIRA uses source routing to assure that traffic follows only the least-cost paths from
ingress to egress. On the other hand, our alternate routing scheme is built on top of the routes constructed
from an underlying routing protocol and source routing is not required.

2In these and all subsequent LIRA-oriented runs, we used the following parameter settings. The fixed congestion-free cost for
each linka is set to one token/bit. The leaky bucket traffic conditioner for each aggregate flow has a resource token rate of 50
tokens per microsecond and a bucket size of 500,000 tokens. We limit the number of paths maintained by LIRA for each aggregate
flow to two.
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Figure 9: Uniform ramp up/down perturbation model.

4.2 Uniform Ramp Perturbation

Here, we consider a variation on the uniform step perturbation model of the preceding subsection. We are
still interested in the response of the system to an overwhelming increase in the traffic load, however now we
slowly ramp up the traffic to its peak levels and then slowly ramp it back down by the end of the simulation,
as shown in Figure 9. As before, the perturbation begits=a250 seconds, and the change in the amount

of traffic is accomplished by increasing/decreasing the number of Pareto sources per aggregate flow. The
peak traffic level persists up to= 500 seconds, at which time the number of sources slowly steps down to
nominal levels. We refer to this perturbation model as a “uniform ramp” since the same increase in traffic
is experienced in all flows simultaneously, without any particular directionality in the additional traffic. The
idea is to capture the effect of a slow increase in the number of users making use of the network.

Figures 10 through 12 compare the performance of SAR to min hop routing alone with 40%, 70%, and
100% packets unmarked. Figure 13 compares the performance of SAR to LIRA. The results are presented
in exactly the same format as in the preceding subsection, the only difference being the nature of the per-
turbation to nominal traffic. Generally speaking, SAR performance compares favorably to min hop routing
alone, again eliminating unmarked packet loss in the 40% case. Many of the same comments from the
preceding subsection apply here. For example, in looking at the performance of SAR when 70% and 100%
packets are unmarked, we see that the traces for unmarked packets dropped and delivered are considerably
more noisy than for min hop routing alone. With respect to LIRA's packet-marking scheme, SAR results in
fewer unmarked packets dropped. On the other hand, because of its optimal choice of multiple routes LIRA
generates and delivers slightly more unmarked packets. Overall, SAR and LIRA perform similarly.
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Figure 10: Sample response to the uniform ramp perturbation when 40% of all packets are unmarked. Note:
“MHR” stands for “min hop routing.”
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Figure 11: Sample response to the uniform ramp perturbation when 70% of all packets are unmarked. Note:
“MHR” stands for “min hop routing.”
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Figure 12: Sample response to the uniform ramp perturbation when 100% of all packets are unmarked.
Note: “MHR” stands for “min hop routing.”
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Figure 14: Uniform impulse train perturbation model.

4.3 Uniform Impulse Train

Here, we consider another overwhelming perturbation that tests the the network’s ability to respond to
sudden spikes in traffic levels. This time the perturbation comes as a sequence of synchronized impulses, as
shown in Figure 14. Each aggregate flow experiences a periodic increase in the number of Pareto sources
from 400 to 800 and back, evenly spaced in time froe 250 to t = 750. We refer to the perturbation

model as a uniform impulse train because the same change in load is experienced for each aggregate flow
simultaneously. There is no particular directionality to the increase in traffic.

Figures 15 through 17 compare the performance of SAR to min-hop routing alone with 40%, 70%, and
100% packets unmarked. Figure 18 compares the performance of SAR to LIRA. The results are presented
in exactly the same format as in the preceding subsections. Generally speaking, SAR with min-hop routing
outperforms min-hop routing alone. The fact that the perturbation comes as a sequence of spikes doesn't
seem to cause SAR to behave erratically. As observed with the uniform step and ramp models, the plots
of unmarked packets lost and unmarked packets delivered with 70% and 100% packets unmarked are more
“noisy” than the plots for min-hop routing. With respect to LIRA's packet-marking scheme, SAR results in
slightly fewer unmarked packets dropped. On the other hand, because of its choice of multiple routes LIRA
generates and delivers slightly more unmarked packets. Overall, SAR and LIRA perform similarly.
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Figure 15: Sample response to the uniform impulse train perturbation when 40% of all packets are un-
marked. Note: “MHR” stands for “min hop routing.”
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Figure 16: Sample response to the uniform impulse train perturbation when 70% of all packets are un-
marked. Note: “MHR” stands for “min hop routing.”
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Figure 17: Sample response to the uniform impulse train perturbation when 100% of all packets are un-
marked. Note: “MHR” stands for “min hop routing.”
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Figure 18: Sample response to the uniform impulse train perturbation with LIRA-type packet marking.
Note: “MHR” stands for “min hop routing.”
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Figure 19: Nonuniform impulse train perturbation model.

4.4 Nonuniform Impulse Train

Here we consider a variation on the impulse train model from the preceding subsection. As before, each
aggregate flow experiences a periodic sequence of sudden jumps from 400 to 800 Pareto sources and back
again. This time, however, the timing of the jumps is staggered across aggregate flows. This is illustrated
for the aggregate flow from to B in Figure 19. Specifically, the sequence of traffic spikes begins attine
250+0(4,B), Whered 4 gy is chosen randomly from the set of offset valdes5, —50, —25, 0, 25, 50, 75, 100}
independently of the offsets for the remaining aggregate flows. By choosing offset values this way we in-
troduce directionality in the traffic perturbations, and for this reason we refer to the perturbation model as a
nonuniform impulse train.

Figures 20 through 22 compare the performance of SAR to min hop routing alone with 40%, 70%, and
100% packets unmarked. Figure 23 compares the performance of SAR to LIRA. The results are presented
in exactly the same format as in the preceding subsections. Generally speaking, SAR with min hop routing
outperforms min hop routing alone. The fact that the perturbation comes as a nonuniform sequence of spikes
doesn't seem to cause SAR to behave erratically. As observed with the uniform step and ramp models, the
plots of unmarked packets lost and unmarked packets delivered with 70% and 100% packets unmarked are
more “noisy” than the plots for min hop routing. With respect to LIRAs packet-marking scheme, SAR
results in slightly fewer unmarked packets dropped. On the other hand, because of its choice of multiple
routes LIRA generates and delivers slightly more unmarked packets. Overall, SAR and LIRA perform
similarly.
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Figure 20: Sample response to the nonuniform impulse train perturbation when 40% of all packets are
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Figure 21: Sample response to the nonuniform impulse train perturbation when 70% of all packets are
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Figure 22: Sample response to the nonuniform impulse train perturbation when 100% of all packets are
unmarked. Note: “MHR” stands for “min hop routing.”
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Figure 23: Sample response to the nonuniform impulse train perturbation with LIRA-type packet marking.
Note: “MHR” stands for “min hop routing.”
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5 Discussion and Conclusions

Our simulation results indicate that a simple alternate routing scheme like SAR can have a positive impact
on the performance of aggregate QoS networks. We have tested the alternate routing scheme under a wide
variety of perturbation models, and we have observed an improvement in the performance of the network at
least with regard to packet loss. We point out that by holding the percentage of unmarked packets fixed and
by increasing the load uniformly across the network we have tested only severe perturbations to the load
experienced by a network. Usually there will be some directionality associated with perturbations to the
nominal load which can be exploited by our alternate routing scheme. Also, we hypothesize that as traffic
levels increase in future DiffServ networks, the percentage of unmarked packets will go down since much
of the additional traffic will be due aggregate sources exceeding their service level agreements. With this in
mind, we think that alternate routing holds out the promise of significantly enhancing the performance of
networks with aggregate QoS.

We have uncovered a number of important issues that require further consideration. As with any feed-
back control system, oscillations can result in responding aggressively to congestion. Even with the very
mild feedback gains used in Section 4 (ile. = 0 andk, = .1%, cf. Algorithm 2) oscillations arose in
situations with very large amounts of unmarked traffic flow. Stability is clearly an important issue to be
addressed. Questions of stability and performance will become even more difficult when SAR is used in
conjunction with an underlying routing protocol with congestion-sensitive metrics. In preliminary simula-
tion runs of this type, we have seen that interactions can arise between alternate routing and the underlying
state-dependent routing protocol, and generally these interactions serve to degrade performance. Future
work in this area should explicitly address the problem of coordinating routing decisions on multiple time
scales, with alternate routing decisions occurring frequently and underlying routing table updates occurring
infrequently.
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