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ABSTRACT

As the Internet continues to expand into new application domains, there is growing demand for di�erentiated services
that provide varying degrees of Quality of Service (QoS). Until recently, the approach for service di�erentiation in
the Internet has focused on providing QoS guarantees to individual traÆc ows. This per-ow model has not been
widely embraced, largely due to the vast amount of state information that needs to be maintained in the network.
As a consequence, the network community is currently rede�ning the notion of QoS for the Internet, leading to a
new service model where guarantees are made to aggregate ows, rather than to individual ows.

The notions of aggregate QoS which are being de�ned, e.g., by the Di�erentiated Services (Di�Serv) working
group in the IETF, are very di�erent from traditional networking concepts and require novel algorithms for traÆc
control and provisioning. In our work in this area we seek to derive fundamental insights into the nature and delivery
of QoS to traÆc aggregates, i.e. aggregate QoS. A central feature of service models for aggregate QoS is that there
is no requirement for users to specify the composition or the destination of traÆc. This signi�cantly complicates
the provisioning of network resources and suggests that new, feedback-intensive traÆc control algorithms must be
developed to mitigate uncertainty about network loading. At present there is little or no theory available to guide
the development of such algorithms.

In this paper we lay out a research agenda for illuminating the fundamental issues associated with QoS for aggre-
gate traÆc. By providing a theoretical reference frame for aggregate QoS, one which provides tools and techniques
for congestion control, capacity provisioning, and admission control, we complement ongoing standardization e�orts
for di�erentiated services in the Internet.
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1. INTRODUCTION

To guarantee the viability of the Internet as an ubiquitous information infrastructure in the next decade, it is
essential that the Internet be able to o�er a wide range of di�erent services to applications and users. Prior attempts
to introduce di�erentiated services in the Internet have focused on supporting varying levels of Quality-of-Service
(QoS) for each individual traÆc ow. In this per-ow model, network resources are reserved separately to support
the desired QoS level for each individual ow. The per-ow model has been extensively studied by many researchers
throughout the 1990's.1{5,4,6 In the Internet Engineering Task Force (IETF), the Integrated Services Working Group
(IntServ WG) has devised a per-ow QoS service model.7,8 However, Internet service providers have not embraced
the per-ow model. A primary reason for this is that maintaining state information for each ow at each router on
its path introduces a scalability problem, exacerbated by the fact that many applications, especially Web-oriented
applications, require an establishment of many short-lived ows. (The time to establish per-ow QoS may exceed
the entire lifetime of the ow.) Other reasons for not adapting the IntServ model include the fact that per-ow QoS
across multiple networks requires a tight coordination between service providers and the fact that most users are
unable to precisely de�ne their QoS requirements on a per-ow basis.

The gap between the growing need for service di�erentiation and the inability of the existing per-ow QoS model
to serve this need has triggered a rethinking of the basic tenets of QoS in the Internet and has led to a major revision
of the approach to implement QoS. Starting as early as 1995,9 a revised QoS notion has emerged,10{12 and, since
November 1997, is being made precise by the Di�erentiated Services Working Group (Di�Serv WG) group in the
IETF.13,14 A main characteristic of the new QoS model is that service guarantees are given to aggregate ows, rather
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than on a per-ow basis. While proposals vary widely in their speci�cs, they all share the following characteristics.
(1) Service providers and users agree upon a hierarchy of service classes de�ned with respect to a generalized notion of
bandwidth consumption. (2) The service agreements are enforced at the network boundaries, through a combination
of marking, dropping, or shaping of incoming packets. (3) Network elements in the core of a network process packets
based exclusively on the marking that packets received at the network border; elements in the core of the network
do not have any notion of end-to-end ows. (4) Service agreements are made for traÆc aggregates as opposed to
single traÆc ows.

QoS for aggregate traÆc is fundamentally di�erent from per-ow QoS. For example, the geographical scope11 of
the QoS guarantees can be quite diverse, e.g. guarantees between a speci�c source/destination pair, from a speci�c
source to a set of destinations, or from a source to any destination. Clearly, without a clear speci�cation of the
composition and destination of traÆc, provisioning network capacity for aggregate QoS guarantees is a formidable
task.

The point of departure in this paper is the recognition that the concept of QoS for aggregate traÆc requires
fundamentally di�erent algorithms for traÆc control and capacity provisioning from those used in traditional best
e�ort networks or per-ow QoS networks. Our goal is to gain an understanding of the fundamentals of QoS for
aggregate traÆc and to make progress towards a theory of aggregate QoS traÆc. In our research, we attempt to �nd
answers to the following questions.

� Which traÆc control algorithms, implemented at the border routers, can guarantee high resource utilization of
network resources for aggregate QoS? Among the vast possibilities for implementing traÆc control, which have
the most impact?

� What are the time scales over which service guarantees can be o�ered?

� How do we measure the performance of a network with aggregate QoS? Which metrics are appropriate? How
do these performance metrics relate to the provisioning (scale and structure) of the network?

� What are the important considerations in deciding on new service contracts? In other words, how do we
do admission control? For a given a set of traÆc control algorithms, how do we determine the statistical
multiplexing gain?

� What do we need to know to do on-line control and optimization of a network with aggregate QoS? What
feedback information is appropriate? Given this feedback, what can be inferred about congestion within the
network?

The goal of this paper is to describe a research agenda for answering many of the questions above. In Section 2,
we set the context of our discussion by describing a revised view of the Internet. In Section 3, we outline several of the
major thrusts of our research on aggregate QoS. The �rst main component of the research is to develop uid-based
control models for enhancing aggregate QoS. The second main component of the research is to quantify the statistical
multiplexing gain available to large aggregates of traÆc in a Di�Serv context. The third and �nal component of the
research is to evaluate and improve our control models through simulation-based experimentation. In Section 4, we
conclude with a brief discussion of our results to date and upcoming research highlights.

2. NETWORK DESCRIPTION

We claim that the notions of aggregate QoS and di�erentiated services will lead to a new picture of how the Internet
will work. As in the traditional Internet, there will be no notion of per-ow resource reservation. Moreover, the
directionality and volume of the packet streams, will be unknown a priori. Consequently, feedback about the state
of the network will play a key role in any technique for on-line traÆc control and resource allocation.
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Figure 1. View of the Internet.

2.1. A Revised View of the Internet

The network abstraction used throughout this paper is given in Figure 1. The network is composed of customer
networks and service provider networks. Each customer network has access to at least one service provider network,
and customer networks are the sources and sinks of traÆc. Each service provider network is connected to at least
two other networks and consists of a set of interconnected routers. Routers which connect to another network are
called border nodes; the remaining routers are called core nodes. Each link between either (1) a customer network
and a service provider network or (2) between two service provider networks is equipped with a traÆc conditioner
which monitors the level of service being provided, and drops, marks, or delays packets which exceed the nominal
levels of service.

In this network view, network service providers can o�er customer networks a wide range of network services.
Customers and service providers negotiate a traÆc pro�le which speci�es the traÆc rate which can be submitted
to the network for a given service. The traÆc pro�les are manifested in a so-called service level agreement (SLA),
and the traÆc conditioners between networks are derived from the negotiated SLAs. The ability of core nodes to
prioritize traÆc is assumed to be very limited. Core routers give di�erential treatment to packets based exclusively
on the marking of packets. In particular, core routers are unable to di�erentiate between packets based on their
origin, their destination, or the traversed route.

We focus on traÆc control algorithms for a single service provider network. The particular service we investigate
is the assured service as proposed by Clark,10 wherein traÆc which complies to the negotiated pro�le is unlikely to
be dropped in the network. We consider a service with coarse spatial granularity,10 in which the service pro�le is
applied to any possible destination in the Internet. We believe that this type of service, which gives bounded loss
probability without requiring users to specify the direction of traÆc, poses the most challenging problems and is the
least understood.

2.2. Components of TraÆc Control for Aggregate QoS

Without the ability to establish per-ow state in the network, and with the limited complexity at core nodes, traÆc
control algorithms which enable or support di�erentiated services will be heavily based on algorithms implemented
at border nodes. In this section we discuss our assumptions on the entities and algorithms which participate in traÆc
control for aggregate QoS.

Alternate Routing: An important assumption for the considered control algorithms is that network routes can
change dynamically, but do not change frequently. This assumption is justi�able in today's networking environment.15

We assume that the network uses an existing, distributed routing algorithm.16 Thus, we do not require or assume that
the routing algorithm cooperates with the traÆc control algorithms which implement aggregate QoS. Since processing



source-routed packets in current routers is slow, we will employ a new mechanism, called alternate routing, in which
we assume that the network has the ability to implement \IP tunneling" between border nodes, i.e., the network
has the ability to perform IP-in-IP encapsulation. With this mechanism, we can devise traÆc control algorithms
which can send traÆc to speci�c egress points. Note, however, that the path of tunneled packets is not assumed to
be controllable.

TraÆc Conditioning: TraÆc conditioning at network boundaries is a central feature of all proposals for di�er-
entiated services in the Internet.11,13,14,17{19 TraÆc conditioning includes metering, marking, dropping and shaping
of traÆc. A simple way to condition traÆc, is to mark packets which comply to the negotiated traÆc pro�le as
`in-pro�le', and to mark all other packets as `out-of-pro�le', implying that out-of-pro�le traÆc has a higher drop
priority. Each traÆc conditioner is responsible for maintaining state information for the ows it monitors. The
conditioning of a packet can be di�erent at each network boundary traversed by the packet, based on the SLAs
between adjacent networks.

Core Nodes: Core nodes give di�erential treatment to packets based only on how they are marked. Core nodes do
not carry ow-speci�c information. We do not make assumptions about the scheduling algorithms implemented at
core nodes, other than that they can di�erentiate packets based on the marking performed at the network boundary.
The type of scheduling algorithms which are most suitable for core routers is an open issue. Fair queuing algorithms
are best suited if the aggregate QoS should satisfy fairness guarantees,20,21 otherwise simple priority queuing may
be the preferred algorithm.12

Probing and Reporting: Since the precise volume and the routes of the traÆc are not known in advance in
networks with aggregate QoS and coarse spatial granularity, traÆc control algorithms must rely heavily on feedback
from the network. Feedback can be obtained through probe packets which measure the available bandwidth on a
path.22,23 Alternatively, feedback information can be obtained via explicit congestion noti�cation or other information
from the network. Other than the collection of information, the dissemination (reporting) of measurements and the
frequency of making measurements are important issues. One of our objectives here is to gain insight into the type
of feedback needed for an e�ective implementation of aggregate QoS.

Provisioning and Admission Control: Since customer networks e�ectively only specify the access bandwidth
that they desire, without saying where their traÆc will be owing, it is extremely diÆcult to provision aggregate
QoS networks and to make the decision whether to admit new customers. As with other measurement-based ap-
proaches,24{30 admission control algorithms for aggregate QoS will rely on feedback information about the state of
the network.

3. RESEARCH AGENDA

Our main objective is to gain fundamental insights into the nature and delivery of aggregate QoS. We seek to
provide an analytical infrastructure in an area where currently few theoretical insights exist. In Section 3.1 below,
we discuss uid-based models for the routing of traÆc, where feedback mechanisms (probing and reporting) serve to
inform alternate routing decisions for congestion avoidance. In Section 3.2, we present methods for determining the
statistical multiplexing gain of aggregate ows. These �rst two sections are fundamentally theoretical/analytical. In
Section 3.3, we seek to employ these insights in developing prototype traÆc control algorithms which we shall test
in simulation.

3.1. Fluid-based TraÆc Control Models

The primary obstacle to delivering aggregate QoS is uncertainty about the traÆc patterns that will emerge. In
general, there is no notion of connection establishment in aggregate QoS networks, and resources are not reserved on
a per-ow basis. Rather, service providers and (aggregate) users only agree upon a generalized measure of bandwidth
to be delivered at their access points. It is unknown ahead of time where traÆc will go or where it will come from.
One way to address uncertainty about traÆc patterns is to adopt a control-theoretic perspective, wherein a network
service provider (1) uses probing and reporting to gather \soft-state" information about how its resources are being



used and (2) uses alternate routing to explicitly redirect appropriate amounts of traÆc in response to perturbations
in ow patterns. Our hope is that feedback control will allow us to make QoS guarantees without explicitly reserving
resources on a per-ow basis.

A key idea that we wish to exploit is that probing and reporting yield information about network usage that
is consistent with the \path ow" formulation of multicommodity network optimization models.31,32 Recall from
Section 2.2 that, at the boundaries of a service provider network, there are traÆc conditioners that mark packets
according to contracts made with customer networks. The process of marking packets corresponds to classifying
packets as being of one \commodity" type or another. We assume that the algorithms by which packets are marked
are �xed and that marking is in no way modi�ed by feedback control. Also, we treat alternate routing simply as a
means of specifying the egress points from which packets depart the network. Alternate routing commands do not

specify the routes that packets take through the network; routing within the network is automatic, as implemented
by protocols within the routers. To complete the feedback loop, ingress points periodically probe the network to
determine (1) the prevailing routes taken by packets of various classes in making their way to egress points and (2)
the amount of congestion in the links that comprise the prevailing routes. This information is then forwarded to
control authorities within the network that use network optimization techniques to determine (1) how much traÆc
from each ingress point should be alternately routed and (2) the distribution of alternately routed ow to various
egress points. In what follows, we show how the network-ow perspective (above) translates into algorithms for
traÆc control in aggregate QoS networks.

To start with, we may naively assume the existence of a single controller that receives reports from all ingress
points, processes the data, and issues alternate routing commands. We consider a service provider network with
links (i; j) 2 A, ingress points o 2 O, egress points d 2 D, and traÆc classes m 2 M . (Again, each traÆc class
corresponds to a marking-type enforced by the traÆc conditioners.) Let

ri;jo;m be the amount of class-m ow on link (i; j) that results from a unit of conventionally-routed, class-m ow
pushed into the network at ingress point o,

s
i;j

o;m;d be the amount of class-m ow on link (i; j) that results from a unit of alternately-routed, class-m ow
pushed into the network at ingress point o that is destined for egress point d,

bo;m be the amount of class-m ow that originates at ingress point o.

The network controller estimates these parameters from the probe-reports that arrive from ingress points. Let

uo;m be the fraction of class-m ow that is conventionally-routed from ingress point o,

vo;m;d be the fraction of alternately-routed, class-m ow being sent to egress point d from ingress point o.

These are the alternate routing control variables that are adjusted by the centralized controller of this framework.
Let u be the vector of conventional ow fractions uo;m. Let v be the vector of the alternate ow fractions vo;m;d. Let

xi;jm (u; v) =
X
o2O

bo;m[uo;mr
i;j
o;m + (1� uo;m)

X
d2D

vo;m;ds
i;j

o;m;d] (1)

be the amount of class-m ow on the link (i; j) that results from the ow allocations (u; v). Let xi;j(u; v) be the
vector of ows associated with the traÆc classes m. Let yi;j(u; v) =

P
m2M xi;jm (u; v) be the total ow on (i; j)

associated with (u; v). The control variables should be adjusted in response to feedback information to achieve a fair
and eÆcient allocation of resources.

One problem inherent in the centralized control models of the preceding paragraphs is that it may be necessary
to wait until reports arrive from all ingress points before an informed adjustment to the control parameters may be
made. A fully centralized control scheme may be unable to deal e�ectively with abrupt, drastic changes in the way
that the network is being utilized. If each ingress point were allowed to make routing decisions in response to local
changes in traÆc patterns as they arise, then the system as a whole would be much more responsive. This motivates
a decentralized control scheme whereby each ingress point acts of its own accord in rapid response to (1) its own
observations and (2) the reports from other ingress points (which arrive relatively infrequently).



The main advantage of decentralized control is that individual controllers at ingress points may respond quickly
to local changes in traÆc ow. However, an important drawback of the decentralized approach is that an acceptable

routing pattern may not be achievable when only one ingress point is rerouting its ow at a time. Substantial gains in
throughput may be had when two or more ingress points coordinate their routing activity. As an example, suppose
that traÆc entering at ingress point o is congested regardless of the routing decisions that can be made there. Given
that the network is adequately sized, the congestion must be due to routing decisions being made independently
at other ingress points. Suppose that (1) the ow at another ingress point o0 could be redirected without seriously
compromising the QoS o�ered to its customer networks and (2) this change would alleviate the routing problem at
ingress point o. In the absence of a higher-level control authority, o0 would have no incentive to make this redirection
of ow. The higher level control authority could create this incentive by issuing commands to o0 which e�ectively
make its original routing decision more expensive than the alternative.

3.2. Statistical Multiplexing Gain in Networks with Aggregate QoS

A key characteristic of packet switching networks is their ability to exploit statistical multiplexing of traÆc sources,
and therefore, achieve a high utilization of the available resources. A packet network with QoS requirements can
exploit statistical multiplexing by taking advantage of (1) the statistical properties of traÆc sources, and (2) the
statistical independence of ows, and (3) di�erent QoS requirements of traÆc sources. In exploiting the statistical
properties of traÆc sources, we are led to make a distinction between deterministic and statistical network services.3

Deterministic services, which guarantee worst-case end-to-end delay bounds for traÆc,33{36 are known to lead to an
ineÆcient use of network resources.37 On the other hand, statistical services, which make guarantees of the form

Pr[Delay > X ] < � ; (2)

i.e. services which allow a small fraction of traÆc to violate QoS speci�cations, can signi�cantly increase the achievable
utilization of network resources. A statistical service can exploit statistical multiplexing gain, expressed as0

@ Resources needed to

support statistical

QoS of N ows

1
A� N �

0
@ Resources needed to

support statistical

QoS of 1 ow

1
A :

Ideally, the statistical multiplexing gain of a statistical service increases with the volume of traÆc so that with a
high enough level of aggregation the amount of resource allocated per ow is nearly equal to the average resource
requirements for a single ow.

3.2.1. E�ective Envelopes

One way to quantify the statistical multiplexing gain for traÆc aggregates is through the use of e�ective envelopes,
as introduced by Boorstyn, Burchard, Liebeherr, and Oottamakorn.38 Within this framework, we assume that the
arrivals Aj(t1; t2) of traÆc to a core router from source network j which receives a speci�c (preferential) service
in the time interval [t1; t2] are described by a random variable which is constrained by a deterministic envelope
A�j , in the sense that Aj(t; t + �) � A�j (�) for all t � 0;8� � 0. Further, we assume that Aj is stationary, i.e.,
P [Aj(t; t+ �) � x] = P [Aj(t+ y; t+ � + y) � x] for all t; �; y � 0. The assumption of stationarity says that all time
shifts of Aj are equally probable. Recent measurements (of best e�ort traÆc) indicate that traÆc in a core network
is stationary over 5-minute long intervals39 justify the stationarity assumption. The modeling assumptions listed
above are not new38,40{49 and are sometimes collectively referred to as `regulated adversarial traÆc'.

The total amount of traÆc to arrive at the core router in the interval from t to t + � from a set N of ows is
denoted by AN (t; t + �) =

P
j2N Aj(t; t + �). We are interested in characterizing the aggregate of all of the traÆc

arriving from the source networks j 2 N . The e�ective envelope for this collection of ows is de�ned as a probabilistic
subadditive bound on the amount of traÆc that can arrive in any interval �:

Definition 3.1. Given a set of ows N , a local e�ective envelope HN satis�es for all t; � � 0

P

�
AN (t; t+ �) � HN (� ; ")

�
� 1� ": (3)



Using a bound on the moment generating function for the traÆc from any individual ow,38 it is possible to construct
the local e�ective envelope for any aggregate of ows all of which are constrained by the same subadditive upper
bound A�. For example, if all of the sources in N are policed by leaky bucket regulators with peak rate enforcement,
so that A�j (�) = A�(�) = min(P �; � + � �), then

HN (� ; ") = N min(x;A�(�)) (4)

with N being the number of sources in N and x being the smallest real number such that
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It is noteworthy that our bound HN (:; ") is a line through the origin, with some slope between N� and NP .

3.2.2. Statistical QoS Guarantees for TraÆc Aggregates

E�ective envelopes provide a convenient way of describing, in a probabilistic sense, the maximum amount of traÆc
that can arrive in any interval of length � . Boorstyn, Burchard, Liebeherr, and Oottamakorn38 show how e�ective
envelopes can be used to derive schedulability conditions guaranteeing statistical QoS for the traÆc from individual
networks arriving at a single core node. The challenge remains to provide new tools for provisioning end-to-end
statistical QoS by extending the theory of e�ective envelopes to handle the network case.

In Liebeherr, Patek, and Yilmaz,50 we consider the problem of guaranteeing end-to-end statistical QoS for
aggregate traÆc. By making QoS guarantees to the aggregate and not for speci�c ows within, the design of the
core network can be greatly simpli�ed since no per-ow information is required inside the network. The main
diÆculty of provisioning statistical QoS for a multi-node network lies in addressing the complex correlation of traÆc
at downstream multiplexing points. One way of addressing the \downstream problem" is to reconstruct traÆc
characteristics inside the network so that arrivals to core nodes satisfy the same properties as the arrivals to an edge
node, perhaps through the use of delay-jitter control. Another approach is to allocate network capacity for each path
or `pipe' between a source-destination pair in the network, and only exploit the multiplexing gain between the ows
on the same path. The former approach can achieve a very high level of aggregation at each node within the network,
resulting in a high level of statistical multiplexing gain; however, this comes at the expense of having to restore the
statistical independence of the ows at each node. In the latter approach, there is no requirement to reconstruct the
statistical properties of the ows since the statistical multiplexing gain is extracted only at network's border nodes.

Aside from our earlier work,50 there are only a few previous studies which apply the traÆc model of adversarial
regulated arrivals to multiple node networks. First, the lossless multiplexer of Reisslein, Ross, and Rajagopal48

assumes that routes are such that traÆc arrivals at core nodes from di�erent ows are always independent. Sub-
sequently, other researchers51,52 have derived probabilistic bounds for end-to-end delays in networks with so-called
coordinated schedulers. This class of scheduling algorithms addresses end-to-end provisioning of QoS, by taking into
consideration the time that a packet has already spent in the network at previous nodes.

3.3. Experimentation with Aggregate QoS

Simulation experiments play an important role in developing new analytical and procedural devices for aggregate
QoS. In our own work, the simulations we have developed model aggregate QoS networks at a relatively high level
of abstraction. By sacri�cing details of transport-level or session-level protocol functions, we are able to simulate
networks with a relatively large number of nodes. Typically, the components of the packet-level network simulator
include traÆc conditioning and packet forwarding mechanisms, routing algorithms,16 and traÆc pro�les.

Simulation Experiments

1. Studies in Fluid-based TraÆc Control - Simulation allows us to determine experimentally the roles that
alternate routing and probing play in delivering aggregate QoS, as discussed in Section 3.1. We can explore
the tradeo�s between accuracy in network parameter estimation and performance of the overall system. Also,
we can identify the measurements that need to be made in probing the network, and we will determine the
amount of information that needs to be reported to the various control authorities within the network. Finally,
we can determine the role and value of coordination through hierarchical control, especially in light of potential
instabilities.



2. Studies in Admission Control via E�ective Envelopes - We can develop and test algorithms for determining (1)
whether to accept new aggregate users, (2) what the terms should be for the next contract with a given user,
(3) what types of services are or will be required from neighboring networks in delivering aggregate QoS to
existing or potential customers. In general, we hope to determine the practical importance of traÆc modeling
(e.g. characterizing burstiness) in satisfying QoS guarantees.

3. Studies in Conditioning - We can use simulation to determine experimentally the performance sensitivity of
alternative methods of traÆc conditioning (marking, dropping, shaping packet streams) at ingress points. We
can investigate the e�ect of shaping at egress points.

4. CONCLUSIONS

Emerging notions of aggregate QoS are very di�erent from traditional networking concepts and require novel algo-
rithms for traÆc control. In order to better understand the fundamental nature of aggregate QoS, we have laid
out a three-pronged research agenda involving research into (1) uid-based control models for alternate/multipath
routing, (2) e�ective envelopes for characterizing the statistical multiplexing gain available to traÆc aggregates, and
(3) simulation experimentation for verifying our theoretical insights.

Our preliminary results are encouraging. In Patek, Venkateswaran, Liebeherr,53 we describe a very simple
alternate routing scheme where, based on feedback information from probe packets, we attempt to reroute high-
priority traÆc around points of congestion. Our initial, packet-level simulation results indicate that the scheme
can have a positive impact on the performance of aggregate QoS networks. We have tested this alternate routing
mechanism for a representative network topology under a wide variety of perturbations, and we have observed an
improvement in the performance of the network at least with regard to high priority packet loss. The experimental
results have encouraged us to study the theoretical properties of alternate/multipath routing.

With regard to e�ective envelopes and the statistical multiplexing gain associated with traÆc aggregates, our
initial results50 suggest that there is a tradeo� between (1) achieving a high level of multiplexing gain throughout
the network and (2) the requirement for extra machinery for reconstructing the statistical properties of ows along
their end-to-end paths. E�ective envelopes seem to provide a powerful characterization of aggregate traÆc.
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