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Abstract. Image segmentation is crucial for multimedia applications. Multimedia databases utilize
segmentation for the storage and indexing of images and video. Image segmentation is used for object
tracking in the new MPEG-7 video compression standard. It is also used in video conferencing for
compression and coding purposes. These are only some of the multimedia applications in image
segmentation. It is usually the first task of any image analysis process, and thus, subsequent tasks
rely heavily on the quality of segmentation. The proposed method of color image segmentation is
very effective in segmenting a multimedia-type image into regions. Pixels are first classified as either
chromatic or achromatic depending on their HSI color values. Next, a seed determination algorithm
finds seed pixels that are in the center of regions. These seed pixels are used in the region growing step
to grow regions by comparing these seed pixels to neighboring pixels using the cylindrical distance
metric. Merging regions that are similar in color is a final means used for segmenting the image into
even smaller regions.
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1. Introduction

Image segmentation refers to partitioning an image into different regions that are
homogeneous or “similar” in some image characteristics. It is an important facet
of human visual perception. Humans use their visual sense to partition their envi-
ronment into distinct objects to help recognize these objects, classify them, guide
their movements, and for almost every other visual task. It is a complex process
that includes many interacting components. The analysis of color, shape, motion,
and texture of objects is usually involved in this process. For the human visual
system, this segmentation process is a spontaneous, natural activity. Unfortunately,
it is not easy to create artificial algorithms whose performance is comparable to
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that of the human visual system. As Marr has suggested [26], one of the major
obstacles to the successful development of theories on segmentation has been a
tendency to underestimate the complexity of the problem because the human per-
formance is mediated by methods that are largely subconscious. Because of this,
segmentation of images is weakened by various types of uncertainty making the
simplest techniques ineffective.

Segmentation is usually the first task of any image analysis process, and thus,
subsequent tasks rely heavily on the quality of segmentation. For this reason, a
considerable care is taken to improve the probability of a successful segmentation.

Image segmentation has taken a central place in numerous applications, in-
cluding, but not limited to, multimedia databases, color image and video trans-
mission over the Internet, digital broadcasting, interactive TV, video-on-demand,
computer-based training, distance education, video-conferencing and tele-medi-
cine, and, with the development of the hardware and communications infrastruc-
ture, to support visual applications. The field has become a principal area of re-
search, not only in electrical engineering, but also in other academic disciplines,
such as computer science, geography, medical imaging, criminal justice, and re-
mote sensing.

Most attention to image segmentation has been focused on grey-scale (or mono-
chrome) images. A common problem in the segmentation of grey-scale images
occurs when an image has a background of varying grey level, such as, gradu-
ally changing shades, or when regions assume some broad range of grey levels.
This problem is inherent since intensity is the only available information from
monochrome images. It is known that the human eye can detect only in the neigh-
borhood of one or two dozen intensity levels at any point in a complex image
due to brightness adaptation, but can differentiate thousands of color shades and
intensities [15].

There are currently a large number of color image segmentation techniques
available. They can be categorized into four general groups: pixel-based, edge-
based, region-based, and model-based techniques. These techniques are either
based on concepts of similarity (edge-based) or on discontinuity (pixel-based and
region-based) of pixel values. Model-based techniques, where segmentation is
posed as a statistical optimization problem, have become popular in the past decade.

Region-based segmentation algorithms include region growing, merging, and
splitting/merging techniques. The focus of this paper will be on region-based seg-
mentation. In particular, we will examine region growing and region merging tech-
niques. Pixels are first classified as either chromatic or achromatic depending on
their HSI color values. Next, a seed determination algorithm finds seed pixels
that are in the center of regions. These seed pixels are used in the region grow-
ing step to grow regions by comparing these seed pixels to neighboring pixels
using the cylindrical distance metric. Merging regions that are similar in color
is a final means used for segmenting the image into even smaller regions. These
region-based segmentation techniques will be examined on multimedia-based color
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images. In particular, the results on video-conferencing type color images will be
discussed.

2. Techniques of Color Image Segmentation

Because of the uncertainty problems encountered while trying to model the human
visual system, there are currently a large number of image segmentation techniques
that are available. However, no general methods have been found that perform
adequately across a varied set of images. The early attempts at grey-scale image
segmentation are based on three techniques: pixel-based, region- based, and edge-
based techniques. Even though these techniques were introduced three decades
ago, they still find great attention in color image segmentation research today.
Model-based segmentation techniques have also become popular in the last decade.
The following sections will survey the various techniques of color image segmenta-
tion starting with pixel-based, edge-based, region-based, and, finally, model-based
techniques.

2.1. PIXEL-BASED TECHNIQUES

Pixel-based techniques do not consider the spatial context but only decide solely
on the basis of the color features at individual pixels [15, 17, 28 – 30, 36]. This
attribute has its advantages and disadvantages. Simplicity of the algorithms is an
advantage to pixel-based techniques while the lack of spatial constraints makes
them susceptible to noise in the images. Model-based techniques which utilize
spatial interaction models to model images are used to further improve pixel-based
techniques.

The simplest technique of pixel-based segmentation is histogram thresholding.
It is one of the oldest and most popular techniques for image segmentation. An im-
age composed of distinct regions usually has distinct peaks in the color histogram,
each corresponding to one region. Adjacent peaks are likely to be separated by
valleys. For example, if the image has a distinct object on the background, the
color histogram is likely to be bimodal with a deep valley. In this case, called
bilevel thresholding [30], the bottom of the valley is taken as the threshold so that
pixels that belong above and below this value on the histogram are grouped into
two different regions. For multilevel thresholding, the image is composed of a set
of distinct regions. The histogram has one or more deep valleys and the selection
of the thresholds becomes a problem of detecting valleys. However, detection of
the valleys is not a trivial job.

Clustering is another pixel-based technique that is extensively used for image
segmentation [3, 19, 24, 37, 41, 43]. The rationale of the clustering technique, is
that, typically, the colors in an image tend to form clusters in the histogram. One
for each object in the image. In the clustering-based technique, a histogram is first
obtained by the color values of all pixels and the shape of each cluster is found.
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Then, each pixel in the image is assigned to the cluster that is closest to the pixel
color. Many different clustering algorithms are in existence today [16, 38]. Among
these, theK-means and the fuzzyK-means algorithms have acquired extensive
attention [19, 24, 41, 43].

The pixel-based segmentation techniques surveyed above do not consider spa-
tial constraints which make them susceptible to noise in the images. The resulting
segmentation often contains isolated, small regions that are not present in noise-
free images. In the past decade, many researchers have included spatial constraints
in their pixel-based segmentation techniques using statistical models (Section 2.4).

2.2. EDGE-BASED TECHNIQUES

Edge-based techniques [1, 5, 8, 10, 15, 21, 27, 34, 35, 39] focus on the discontinuity
of a region in the image. The idea of edge-based segmentation techniques is that
edges define boundaries and that regions are contained within these edges. Once
the edges of regions are found, then the regions could be segmented. Most edge
detection techniques are based on finding maxima in the first derivative of the
image function or zero-crossings in the second derivative of the image function.
Edge-based segmentation techniques are very sensitive to texture variations and
impulsive noise.

In a monochrome image, an edge is defined as an intensity discontinuity. Early
approaches to color edge detection comprise of extensions from monochrome edge
detection techniques which utilize the Sobel operator for finding the first derivative
or the Laplacian or Mexican Hat operators to find the second derivative. These
techniques were applied to each of the color components independently and then
the results were combined using certain logical operations [21].

One common problem with the approaches mentioned previously is that they
fail to take into account the correlation among the color channels, and, as a re-
sult, they are not able to extract certain crucial information revealed by color. For
example, they tend to miss edges that have the same strength but in the opposite
direction in two of the three color components. Consequently, the approach to treat
the color image as a vector space has been proposed [1, 5, 8, 10, 34, 35, 39]. A color
image can be viewed as a 2-dimensional three-channel vector field which can be
characterized by a discrete integer functionEf (x, y). The value of this function at
each pixel is defined by a 3-dimensional vector in a given color space. Vector space
approaches include vector gradient operators [5, 10], second derivative operators
[8, 21], and the entropy operator [34].

2.3. REGION-BASED TECHNIQUES

Region-based techniques [12, 15, 18, 20, 40] focus on the continuity of a region
in the image. Segmenting an image into regions is directly accomplished through
region-based segmentation which makes it one of the most popular techniques used
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today. Unlike the pixel-based techniques, region-based techniques consider both
color distribution in the color space and spatial constraints. Standard techniques
include region growing and split and merge techniques. Region growing is the
process of grouping neighboring pixels into regions. The split and merge technique
constitutes iteratively splitting the image into smaller and smaller regions and test-
ing to see if adjacent regions need to be merged into one. The process of merging
pixels or regions to produce larger regions is usually governed by a homogeneity
criterion, such as, a distance measure linked to color similarity.

Region growing is the process of grouping neighboring pixels or a collection
of pixels of similar properties into larger regions. Testing for similarity is usually
achieved through a homogeneity criterion. Quite often after an image is segmented
into regions using a region growing algorithm, the regions are further merged for
improved results. A region growing algorithm typically starts with a number of
seedpixels in an image and from these it grows regions by iteratively adding unas-
signed neighboring pixels that satisfy some homogeneity criterion with the existing
region of the seed pixel. That is, an unassigned pixel neighboring a region, that
started from a seed pixel, may be assigned to that region if it satisfies some color
homogeneity criterion. If the pixel is assigned to the region, the pixel set of the
region is updated to include this pixel. Region growing techniques differ in choice
of a homogeneity criterion and the choice of seed pixels. Several homogeneity
criteria linked to color similarity or spatial similarity can be used. These criteria
can be defined from local, regional, or global considerations. The choice of seed
pixel can be supervised (user-assisted) or unsupervised (automatic).

As opposed to the region growing technique of segmentation, where a region
is grown from a seed pixel, the split-and-merge technique subdivides an image
initially into a set of arbitrary, disjoint regions and then merges and/or splits the
regions in an attempt to satisfy a color homogeneity criterion between the regions.
Horowitz and Pavlidis [18] describe a split and merge algorithm, for grey-scale
images, that iteratively works toward satisfying these constraints. It will be de-
scribed here for color images. The image is subdivided into smaller and smaller
quadrant regions so that for each region a color homogeneity criterion holds. That
is, if for regionRi the homogeneity criterion does not hold, divide the region into
four subquadrant regions, and so on. This splitting technique may be represented in
the form of a so-calledquadtree(that is, a tree in which each node has exactly four
descendants). The quadtree data structure is the most common used data structure
in split and merge algorithms because of its simplicity and computational efficiency
[33]. The root of the tree corresponds to the entire image. Merging of adjacent sub-
quadrant regions is allowed if they satisfy a homogeneity criterion. The procedure
may be summarized as follows:

1. Split into four disjointed quadrants any region where a homogeneity criterion
does not hold.

2. Merge any adjacent regions that satisfy a homogeneity criterion.
3. Stop when no further merging or splitting is possible.
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Most split-and-merge approaches to image segmentation follow this simple proce-
dure with varying approaches coming from different color homogeneity criteria.

2.4. MODEL-BASED TECHNIQUES

Recently, much work has been directed toward stochastic model-based techniques
[2, 4, 6, 7, 9, 13, 22, 25, 31, 32]. In such techniques, the image regions are modeled
as random fields and the segmentation problem is posed as a statistical optimization
problem. Compared to previous techniques, the stochastic model-based techniques
often provide a more precise characterization of the image regions. In fact, various
stochastic models can be used to synthesize color textures that closely resemble
natural color textures in real-world natural images [7]. Most of the techniques
introduced use spatial interaction models like Markov Random Field (MRF) or
Gibbs Random Field (GRF) to model digital images. The reports by Cross and
Jain [7], S. Geman and D. Geman [13], Cohen and Cooper [6], Derin and El-
liott [9], Lakshmanan and Derin [22], Panjwani and Healey [31], Liu and Yang
[25], Pappas [32], and Chang et al. [4] all make use of the Gibbs distributions for
characterizing MRF. Model-based techniques tend to be computationally intensive
and thus are only used in such cases where complexity is not a problem.

3. Proposed Region-based Segmentation Technique

We have developed a region-based color image segmentation scheme for multime-
dia applications. The proposed scheme utilizes the HSI (hue, saturation, intensity)
color space because of its close relation to the human perception of colors. Al-
though color receptors in the human eye (cones) absorb light with the greatest
sensitivity in the blue, green, and red part of the color spectrum, the signals from
the cones are further processed in the visual system [23]. Because of this perception
process, a human can easily recognise basic attributes of color: intensity (lightness,
or brightness), hue, and saturation. The hue component represents the impression
related to the dominant wavelength of the color stimulus. The saturation corre-
sponds to relative color purity. Colors with no saturation are grey-scale colors.
Intensity is the amount of light in a color. Maximum intensity is sensed as pure
white, while minimum intensity is sensed as pure black. In contrast, the RGB color
space has a high correlation between its components (R-B, R-G, G-B). It is hard
to visualize a color based on the R, G, and B components. It is also impossible to
evaluate the perceived differences between colors on the basis of distance in the
RGB color space. In terms of segmentation, the RGB color space is usually not
preferred because it is psychologically non-intuitive and non-uniform.

The proposed region-based scheme utilizes region growing and region merging
techniques. The scheme can be split into four general steps:
1. The pixels in the image are classified as chromatic or achromatic by examining

their HSI color values.
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2. Seed pixels are found for the chromatic region.
3. The region growing algorithm is employed to segment the image into regions.
4. Regions that are similar in color are merged.

Of the three HSI color components of a pixel, hue has the greatest discrimina-
tion power because it is independent of any intensity attribute. Even though hue is
the most useful attribute, there are two problems in using this value: hue is mean-
ingless when the intensity is very low or very high; and hue is unstable when the
saturation is very low [15]. Because of these attributes, in the proposed scheme, the
image is first divided into chromatic and achromatic regions by defining effective
ranges of hue, saturation, and intensity values in the image. Since the hue value of
a pixel is meaningless when the intensity is very low or very high, the achromatic
pixels in the image are defined as the pixels that have low or high intensity values.
Since hue is unstable for low saturation values, pixels can also be categorized as
achromatic if their saturation value is very low. From the concepts discussed above,
the achromatic pixels in the HSI color space are defined as follows:

achromatic pixels: I > 90 or I < 10 or S < 10, (1)

where the saturationS and intensityI values are normalized from 0 to 100. Only
the intensity values of the achromatic pixels are considered when segmenting the
achromatic pixels into regions. Pixels that are not classified as achromatic are
automatically categorized as chromatic pixels. For chromatic pixels all the three
color values are considered in the algorithm.

3.1. SEED DETERMINATION

The region growing algorithm starts with a set of seed pixels and from these grows
regions by appending to each seed pixel those neighboring pixels that satisfy a
certain homogeneity criterion, which will be described later. An unsupervised al-
gorithm is used to find the ‘best’ chromatic seed pixels in the image. These pixels
will be the pixels that are in the center of the regions in the image. Usually the
pixels in the center of a homogeneous region are the pixels that are dominant in
color. The algorithm is used only to determine the seeds of the chromatic regions.

The seed determination algorithm employs variance masks to the image on
different levels. Only the hue values of the pixels are considered in this algorithm,
because, it is the most significant feature that may be used to detect uniform color
regions [14]. All the pixels in the image are first considered as level zero seed
pixels. At level one, a 3× 3 non-overlapping mask is applied to the chromatic
pixels in the image. The mask determines the variance in hue of nine level-zero
pixels. If the variance is less than a certain threshold and the nine level zero pixels
in the mask are chromatic pixels, then the center pixel of the mask is considered
as a level-one seed pixel. The first level seeds represent 3× 3 pixel regions in
the image. In the second level, the non-overlapping mask is applied to the level-
one seed pixels in the image. Once again, the mask determines the variance in the
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average hue values of the nine level-one seed pixels. If the variance is less than
a certain threshold, the center pixel of the mask is considered as a level-two seed
pixel and the eight other level-one seeds are disregarded as seeds. The second level
seeds represent regions of 9×9 pixels. The process is repeated for successive level
seed pixels until the seed pixels at the last level represent regions of a size just less
than the size of the image. Typically, this is level 5 for an image that is a minimum
of 35×35 in dimension. Figure 1 shows an example of an image with level 1, 2, and
3 seeds. The algorithm is summarized in the following steps, witha representing
the level:
1. All chromatic pixels in the image are set as level 0 seed pixels. Seta to 1.
2. Shift the levela mask to the next nine pixels (beginning with the corner of the

image if just increaseda).
3. If the mask reaches the end of the image, increasea and go to step 2.
4. If all the seed pixels in the mask are of levela−1, continue. If not, go to step 2.
5. Determine the hue variance of the nine levela − 1 seed pixels in the 3× 3

mask. The variance is computed by considering, ifa = 1, the hue values of the
nine pixels. Otherwise, the average hue values of the levela−1 seed pixels are
considered.

6. If the variance is less than a thresholdTVAR, then the center levela − 1 seed
pixel is changed to a levela seed pixel and the other eight levela − 1 seed
pixels are no longer considered as seeds.

7. Go to step 2.
Although the image is not altered in the algorithm, it can be considered as a crude
segmentation of the image.

Since hue is considered as a circular value, the variance and average values of
a set of hues cannot be calculated using standard linear equations. To calculate the
average and variance of a set of hue values, the sum of the cosine and the sine of
the nine pixels must first be determined [11]:

C =
9∑
k=1

cos(Hk), (2)

S =
9∑
k=1

sin(Hk), (3)

whereHk is the hue value of pixelk in the 3× 3 mask. The average hueAVGHUE
of the nine pixels is then defined as:

AVGHUE=
 arctan(S/C) if S > 0 andC > 0,

arctan(S/C)+ π if C < 0,
arctan(S/C)+ 2π if S < 0 andC > 0.

(4)

The varianceVARHUEof the nine pixels is determined as follows:

VARHUE= (− 2 ln(R)
)1/2

, (5)
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Figure 1. Artificial image with level 1, 2, and 3 seeds.

whereR is the radiance of the hue and is defined as:

R = 1

9

√
C2 + S2. (6)

If the value ofVARHUEis lower than the thresholdTVAR, then the center levela−1
pixel is changed to a levela seed. The value ofTVAR varies depending on the level.
The threshold value for each level is determined by the following formula:

TVAR = VAR∗ a, (7)

wherea andVARare the level and an initial variance value, respectively.

3.2. REGION GROWING

The region growing algorithm starts with a set of seed pixels and from these grows
regions by appending to each seed pixel those neighboring pixels that satisfy a ho-
mogeneity criterion. The general growing algorithm is the same for the chromatic
and achromatic regions in the image. The algorithm is summarized in Figure 2.
The first seed pixel is compared to its 8-connected neighbors: eight neighbors of
the seed pixel. Any of the neighboring pixels that satisfy a homogeneity criterion
is assigned to the first region. This neighbor comparison step is repeated for every
new pixel assigned to the first region until the region is completely bounded by the
edge of the image or by pixels that do not satisfy the criterion. The color of each
pixel in the first region is changed to the average color of all the pixels assigned
to the region. The process is repeated for the next and each of the remaining seed
pixels.



14 N. IKONOMAKIS ET AL.

Figure 2. The region growing algorithm.

For the chromatic regions, the algorithm starts with the set of varied level seed
pixels. The seed pixels in the highest level are considered first, followed by the
next highest level seed pixels, and so on, until level zero seed pixels are considered.
The homogeneity criterion used for comparing the seed pixel and the unassigned
pixel is that, if the value of the distance metric used to compare the unassigned
pixel (i) and the seed pixel(s) is lower than a threshold valueTchrom, then the
pixel is assigned to the region. The distance measure used for comparing pixel
colors is acylindrical metric. In previous research [20], it has been found that when
comparing colors thecylindrical distance metric is superior over the well known
MinkowskiandCanberradistance measures. The cylindrical metric computes the
distance between the projections of the pixel points on a chromatic plane. It is
defined as follows [42]:

dcylindrical(s, i) =
√
(dintensity)2+ (dchromaticity)2, (8)

with

dintensity= |Is − Ii| (9)

and

dchromaticity=
√
(Ss)

2+ (Si)2− 2SsSi cosθ, (10)

where

θ =
{ |Hs −Hi| if |Hs −Hi| < 180◦,

360◦ − |Hs −Hi| if |Hs −Hi| > 180◦. (11)
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Figure 3. Chromatic plane of the HSI color space.

The value ofdchromaticity is the distance between the 2-dimensional (hue and sat-
uration) vectors, on the chromatic plane, of the seed pixel and the pixel under
consideration, as shown in Figure 3. Henceforth,dchromaticitycombines both the hue
and saturation (chromatic) components of the color. An examination of the metric
equation (Equation (8)) shows that it can be considered as a form of the popular
Euclidean distance(L2 norm) metric. A pixel is assigned to a region if the value of
the metricdcylindrical is lower than a thresholdTchrom.

In the case of the achromatic pixels, the same region growing algorithm is used
but with all the achromatic pixels in the image considered as level-zero seed pixels.
There is no seed pixel with a level-one or higher. The seed determination algorithm
is not used for the achromatic pixels because achromatic pixels constitute a small
percentage in most color images. Since intensity is the only justified color atribute
that can be used when comparing pixels, the homogeneity criterion used is that
if the difference in the intensity values between an unassigned pixel and the seed
pixel is less than a threshold valueTachrom, then the pixel is assigned to the seed
pixel region. That is, if

|Is − Ii | < Tachrom, (12)

then pixeli would be assigned to the region of seed pixels.

3.3. REGION MERGING

Regions that are similar in color but spatially disjoint will not be considered as
one region in the region growing algorithm. Also, regions that are similar in color
and that border each other, but are not merged because of a low growing threshold
Tchrom, need to be merged. Thus, a further step is taken to merge these regions.
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A one-dimensional hue histogram is used for merging candidate regions. As men-
tioned previously, of the three color components of a pixel, the hue value has
the greatest discriminating power because of its independence of any intensity
attributes.

The algorithm determines dominant regions from the hue histogram. Dominant
regions are classified as regions that have the same color as the peaks in the his-
togram. Once these dominant regions are determined, each remaining region is
compared to them with the same color distance metric used in the region growing
algorithm (Equation (8)). The merging algorithm is summarized in the following
steps:

1. Determine peaks in the hue histogram of a region growing image.
2. Classify regions that have the same color as these peaks, as dominant regions.
3. Compare each of the nondominant regions with the dominant regions using the

cylindrical distance metric.
4. Assign a nondominant region to the dominant region if the color distance is less

than a thresholdTmerge.

The color of all the pixels, in the regions assigned to a dominant region, are changed
to the color of the dominant region.

4. Experimental Results

The performance of the proposed color image segmentation scheme was tested
on a number of different images. The results on three of these images will be
presented here. The original images ofClaire, Carphone, andMother_daughter
are displayed in Figures 4(A), 5(A), and 6(A), respectively. These images are stills
from multimedia sequences. More specifically, they are video-phone type images.

The unsupervised seed determination algorithm found seeds in the image that
were in the central area of the regions in the image. It was found that increasing
the variance thresholdTVAR linearly with the level (i.e.,TVAR = VAR∗ a) produced
the best seed pixels. Figure 4(B) shows the originalClaire image with the level 3
and higher seed found pixels indicated as white pixels. HereVARwas set at 0.2. In
particular, 1 level 4 and 43 level 3 seed pixels were found. It has been found that, for
all the images tested, settingVARto 0.2 gives the best results with no undesirable
seeds. Figure 5(B) shows the originalCarphoneimage withVARset at 0.2 and the
level 2 and higher seed found pixels indicated as white pixels. Here 19 level 2 seed
pixels has been found. Figure 6(B) shows the originalMother_daughterimage with
VARset at 0.2. Here 1 level 3 (white) and 152 level 2 (black) seed pixels have been
found.

Figures 4(C), 5(C), and 6(C) show the three experimental images after the re-
gion growing algorithm. It was found that best results were obtained with threshold
values ofTachrom= 15 andTchrom= 15 which are, respectively, 15% and 7% of the
maximum distance values for the achromatic and the chromatic distance measures.
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Figure 4. Claire image: original and results.

Figure 5. Carphone image: original and results.
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Figure 6. Mother_Daughter image: original and results.

The results show that there are regions in these segmented images that require
merging.

Figures 4(D), 5(D), and 6(D) show the three experimental images after the
region merging step. The threshold value (Tmerge) that gives the best merging re-
sults for a varied set of images is 20. This is, approximately, 9% of the maximum
chromatice distance value. Most of the regions that were similar in color after the
region merging step are now merged.

5. Conclusion

Image segmentation is crucial for multimedia applications. Multimedia databases
utilize segmentation for the storage and indexing of images and video. Image
segmentation is used for object tracking in the new MPEG-7 video compression
standard. And, as shown by the results, image segmentation is used in video con-
ferencing for compression. These are only some of the multimedia applications in
image segmentation. It is usually the first task of any image analysis process, and
thus, subsequent tasks rely heavily on the quality of segmentation.

The proposed method of color image segmentation was shown to be very effec-
tive. Classifying pixels as either chromatic or achromatic avoids any color com-
parison of pixels that are undefined, in terms of color. The seed determination
algorithm finds seed pixels that are in the center of regions which is vital when
growing regions from these seeds. The cylindrical distance metric gives the best
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results when color pixels need to be compared. Merging regions that are similar in
color is a final means of segmenting the image into even smaller regions.

The segmentation method proposed is interactive. We suggest the best threshold
values for the segmentation scheme but these values may be easily changed for
different standards. This allows for control of the degree of segmentation.
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