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Abstract—In this brief, the case where the watermark is
detected in a noisy interpolated version of the originally water-
marked image is investigated. Polyphase decomposition is utilized
at the detection side in order to enable the flexible formation of a
fused image, which is appropriate for watermark detection. The
optimal fused correlator, obtained by combining information from
different image components, is derived through a statistical anal-
ysis of the correlation detector properties, followed by Lagrange
optimization. It is shown that it is preferable to perform detection
in a fused image rather than the original image.

Index Terms—Noisy images, watermark detection.

I. INTRODUCTION

I N MANY IMAGE processing scenarios, it would be desir-
able to embed a watermark on an image right after acqui-

sition in order to ensure that no unwatermarked version of the
original image is stored or distributed. In such cases, the image
might later undergo image processing operations before storage
or distribution. In other cases, an attacker might perform image
scaling as part of his malicious attack. In the very common case
of image resizing at dimensions larger than the original, the wa-
termark information, which was embedded in the low-resolu-
tion version upon acquisition, is inevitably spread on the larger
image. The larger image could then be compressed and trans-
mitted to any potential recipients (in a lawful distribution sce-
nario) or distorted in the case of a malicious attack.

Most of the recent watermark detection methods either try to
restore the original image in order to regain resynchronization
with the initially embedded watermark or attempt to estimate an
appropriate “synchronized” watermark, by subjecting the wa-
termark signal to a sequence of identical operations (such as
those applied on the watermarked image) [1]–[3]. In all cases,
robust watermarking techniques should be employed in order to
enable estimation of the distortions that the image has under-
gone after watermark embedding. Surprisingly, improving on
the aforementioned techniques in the noisy-case scenario, by
exploiting the information generated by interpolating the water-
marked image, has not been investigated.

In this brief, an efficient method is introduced and it is
demonstrated that the watermark can be optimally detected
in the interpolated domain rather than the original image
domain. Two fundamental assumptions have been adopted:
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1) the originally watermarked image has been upscaled; 2)
the upscaled image has been subsequently distorted by noise,
compression, etc, (a robust watermarking technique is assumed
to be applied for estimating the scaling factor). The efficiency
of the proposed scheme is based on a procedure that takes place
prior to detection. Specifically, at the detection side, linear fi-
nite-impulse response (FIR) filters are applied in order to derive
several estimates of the original (low-resolution) watermarked
image, based on the noisy interpolation samples. In this way,
a fused image is generated by combining different filtered
components of the interpolated image. A statistical analysis
of the properties of the proposed fused correlation detector,
applied on the aforementioned fused image, is undertaken in
this brief for the case of additive random watermarks and the
optimal fusion is contemplated using Lagrange multipliers. It
should be noted that the proposed scheme is not a full-fledged
image watermarking technique, but it can be seen as an elegant
methodology that can be applied in conjunction with robust
watermarking techniques, in order to improve the accuracy of
detection.

II. PROBLEM FORMULATION

Let be a grayscale image, which will be con-
sidered the host signal. It has been assumed that corresponds
to the pixel indexes and that , where the symbol denotes
the set of all 2 1 integer vectors (boldfaced letters represent
matrices and vectors). The watermark sequence of size

is an i.i.d. Gaussian-distributed random pattern with
zero mean value and variance , generated by a pseudorandom
number generator using a suitable key. An additive embedding
rule is employed, producing the watermarked image

(1)

where is a constant that controls the watermark embedding
power.

An expanded image is obtained, using
a 2 2 nonsingular integer matrix on the indexes that de-
fine the set of all the vectors on the lattice generated by the sam-
pling matrix [4]. A linear low-pass filter is assumed
to be applied on , generating an interpolated image .
In this manner, the watermark signal, embedded in the low-res-
olution image, is linearly spread in the new pixel positions of
the finer-resolution image . The eventual high-resolution
image , that will be used for detection, is assumed to be a
noisy version of . Particularly, it is assumed that the dis-
tortion to which is subjected can be modeled as additive
noise, i.e.,

(2)
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Fig. 1. Block diagram for (a) watermark embedding and (b) fused correlation detection.

where is the noise signal. The embedding process is
schematically described in Fig. 1(a).

The detection procedure will take place using the distorted
high-resolution image in a way that exploits the additional
watermark information due to interpolation. For this purpose,

is initially decomposed into its constituent polyphase com-
ponents [4]:

(3)

where denotes the set of all integer vectors of the form
for . For a given matrix , the number of vectors

is fixed and equal to . The polyphase compo-
nents of the noisy interpolated image represent different
sets of pixels. The zeroth polyphase component of ,
obtained as shown in Fig. 1(b), essentially represents the orig-
inal low-resolution watermarked image after noise cor-
ruption by a noise signal (with variance ),
where is the zeroth polyphase component of . The
rest of the polyphase components , , rep-
resent interpolated pixels also corrupted by noise.

Our intention is to form low-resolution images
, which will be different versions of and

whose optimal fusion will provide a new image , on which
watermark detection will be more reliable than conventional de-
tection on . Since by itself is clearly a noisy version
of , it is used unaltered as , i.e.,

(4)

In addition, a sequence of estimates of are derived as
follows: the generated polyphase output images (of di-
mensions ), , are first filtered using
appropriate linear filters and then added up to produce

(5)

where is a linear combination of the noise signals
which correspond to the components of . The variance of

the noise of each of the above images is and is usually
greater than due to the contribution of several noise terms
during the derivation of .

The proposed technique, subsequently, involves a fusion of
the images using the following
rule:

(6)

where the weight coefficients , are real
numbers confined in the [0,1] interval and sum up to unity, i.e.,

. The fused image will be finally employed
in the correlation detection described in Section III. The block
diagram of both the embedding and detection procedures can be
seen in Fig. 1.

For calculating each two filters are utilized:
filter to estimate and filter to cancel any un-
desirable interference, i.e.,

. It can be easily shown that practical choices for the -th
polyphase component of the respective filters and
are

(7)

where is the Kronecker delta and is a scaling factor.1

III. THEORETICAL PERFORMANCE ANALYSIS

The correlation detector will be undertaken in this brief, in
order to examine whether a tested image, denoted by ,
possibly contains a watermark or not. Correlation detectors have
been widely used throughout the watermarking literature, such
as in [5], [6]. A statistical binary hypothesis test is performed as
follows.

1The factor b can be adjusted so that h [0] = 0, for i = 1; 2; . . . ;M � 1.
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• Hypothesis : the test image contains the watermark
.

• Hypothesis : the test image does not contain the water-
mark .

Event occurs either if the test image is not watermarked
(event ) or if it is watermarked with a different watermark

(event ). The three events mentioned above,
can be combined in the following expression for the test image:

(8)

where the watermark is indeed embedded in the signal if
and (event ), and it is not embedded

in the signal if (no watermark is present, event )
or and (wrong watermark
presence, event ).

The correlation between the image under investigation
and the watermark sequence is quantitatively

expressed by the correlator output

(9)
In order to decide on the valid hypothesis, is compared

against a suitably selected threshold . The performance of such
a correlation-based technique can be measured in terms of the
probability of false alarm and the probability of false
rejection . For the interested reader, alternative detection
schemes can be found in [7], [8].

For the pseudorandom watermarks employed in this brief, the
Central Limit Theorem [9] can be applied, in order to estab-
lish that the involved correlator output pdfs under the two hy-
potheses, , , attain a Gaussian distribution. There-
fore, these pdfs can be described by their mean , ,
and variance values , . Using (9), the mean value

of the correlation detector ( denotes statis-
tical expectation), under the above assumptions, can be evalu-
ated [6]

(10)

Similarly, its variance is

(11)

Zero-mean watermarks have been treated and the statistical
independence between the host signal , the watermarks

, and the noise signals , ,
has been taken into account in deriving the above formulas, as
well as the fact that the watermark and the noise signals are i.i.d
Gaussian-distributed with zero-mean. Equations(10) and (11)
are general and can be applied to all three events, , , and

. Bearing in mind that ,
and , for a zero-mean Gaussian watermark

and assuming, also, wide-sense stationarity for the host
image , where and ,
analytical expressions for and can be derived for all
three events , , and

(12)

(13)

Comparing , with the corresponding values , in
the distortion-free case, it can be readily found [6]

(14)

(15)

Since the mean value of the fused correlator is identical to that
corresponding to the noiseless scenario (see (14)), the fused
noise term of (15) can only affect the detection performance
of the system. Therefore, this summation term is required to
be minimized in order to reduce and achieve a gain in the
system detection reliability. For this reason, the optimal values

, in the sense of minimizing ,
need to be determined. By following the Lagrangian approach
[10], the global minimum can be derived as follows:

(16)
The variance of the noise of each estimate can be
estimated by filtering the initial samples, i.e.,

and subtracting the result from (details of the above
optimization analysis have been omitted due to lack of space).

IV. EXPERIMENTAL RESULTS

A large number of experiments were performed to illustrate
the improvement in the detection performance of the pro-
posed watermarking scheme. For this purpose, the 256 256
grayscale Lenna image was watermarked using additive embed-
ding in the pixel domain. A watermark embedding power that
resulted in watermarked images with peak-signal-to-noise-ratio
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(PSNR) approximately equal to 34.2 db, was used in all ex-
periments. In order to keep the analysis simple, no masking
properties of the human visual system (HVS) were considered
and a constant embedding strength factor was assumed. The
image was, subsequently, expanded using the following matrix:

(17)

In the sequel, the interpolation filter

(18)

was employed2 in order to generate new image samples. The
output is a 512 512 image, which is, finally, distorted by ad-
ditive noise. The synthesis and cancellation post-filters,
and respectively, were chosen as in (7), in order to pro-
duce (in our case ) estimates of the originally avail-
able (low-resolution) watermarked image. These estimates were
fused using the optimal weights. The fused image, of dimen-
sions 256 256, was finally examined for the presence of a
potential watermark using a correlation detector.

All results presented in the remainder of this section, were
obtained using Monte Carlo runs and the computation of
the ROC curves (plots of versus ) was performed under
events and , since the latter represents the worst case
assumption (the image being watermarked with a different
watermark). The ROC curves were generated both experimen-
tally and theoretically. The theoretic derivation was based on
the Gaussian model assumption for the correlation detector,
whereas the experimental ROC curves were computed by
evaluating the actual watermark detection performance over all
Monte Carlo runs. The performance of the proposed scheme
was compared against two traditional detection scenarios: (a)
watermark detection on the noisy low-resolution image and
(b) watermark detection on the noisy high-resolution (interpo-
lated) image, using a watermark which was generated from the
original watermark, by an interpolation process, identical to the
process undergone by the image.

In a first set of experiments, additive i.i.d Gaussian noise
with zero mean was added to the interpolated image and
the watermark detection was performed using our optimally
fused image or the two alternative aforementioned scenarios.
Denoising was not applied prior to the evaluation of the inves-
tigated techniques. The theoretical and simulated ROC curves
corresponding to the three detection methods, are shown in
Fig. 2(a), for noise variance . The optimal weights
were found to be .
It is clearly shown that the proposed technique outperforms,
by a significant margin, the conventional high-resolution and
low-resolution watermark detection. It can be also seen that
the experimentally obtained ROC curves remarkably coincide
with the theoretical ones for all examined detection scenarios.
The equal error rate (EER) points (the points on the ROC curve
where the probability of false alarm equals the probability of
false rejection), obtained from the corresponding ROC curves,

2H(zzz) denotes the z-transform of h[mmm].

Fig. 2. Theoretical and experimental ROC curves for watermark detection
in the low/high-resolution image and fused-correlation detection after: (a)
additive i.i.d. gaussian noise of variance equal to 1 and (b) JPEG compression
of quality = 40.

are graphically presented in Fig. 3(a), for all three detection
procedures and for various noise variances . The proposed
fused correlation-detection scheme is consistently superior to
both alternative methodologies for all examined values of the
noise variance. It should be noted that the EER improvement
was found to be always greater than 15%, compared to the
low-resolution and greater than 36% compared to the high-res-
olution detection schemes.

In a typical application scenario, though, the interpolated
image will go through one or multiple compression/decom-
pression engines. Therefore, another set of experiments is
presented, where the interpolated image was compressed
using JPEG of various quality factors (larger quality fac-
tors correspond to better image quality). Both theoret-
ical and experimental ROC curves, for the three methods
under investigation, are presented in Fig. 2(b) for a JPEG
quality factors equal to 40 (optimal fusion was employed:

). The experimen-
tally derived ROC curves are again in remarkable agreement
with the theoretical ones. The corresponding EER values for
several JPEG qualities can be seen in Fig. 3(b). It should be
noted that in the case of JPEG compression, the noise signal
is not actually uncorrelated, resulting in suboptimal choice
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Fig. 3. EER values for: (a) additive i.i.d. Gaussian noise against various noise
variances and (b) JPEG compression against various quality factors.

of the fusion weights . Even in this way,
there is still considerable improvement, in comparison with the
conventional watermark detection applied on the low-resolution
image and even a much greater improvement, compared to the
high-resolution detection scenario. In all cases, the improve-
ment was measured to be greater than 22%, compared to the
low-resolution detection scheme and greater than 45% for the
high-resolution case scenario, even if severe quality factors are
imposed.

So far, it has been assumed that the scaling factor is an in-
teger number. In the last set of experiments, noninteger scaling
factors and alternative scaling transformations are examined.
Specifically, using a commercial image processing software, the
low-resolution watermarked image was scaled by a factor equal
to 1.6 using bicubic interpolation and the resultant image was
subjected to noise corruption (i.i.d. Gaussian noise of variance
equal to 0.5), as described in the previous experiments. In order
to apply our detection technique, the interpolated image was
scaled again using bilinear interpolation, so that the final image
reaches the closest (upward) integer factor, i.e., a factor equal
to 2 in the particular examined case. By observing the corre-
sponding ROC curves in Fig. 4, it is easily concluded that the

Fig. 4. ROC curves for bicubic noninteger initial scaling by 1.6 followed by
bilinear rescaling to reach an integer factor equal to 2. Gaussian i.i.d. noise of
variance 0.5 has been added.

proposed technique does not depend on any specific prior as-
sumptions about the scaling factors and/or scaling methodolo-
gies and still outperforms the conventional detection techniques.

V. CONCLUSION

An efficient techniquewas used for improving the detection
reliability of correlation-based image watermarking schemes
in cases where noisy interpolated versions of the originally
watermarked image are available for detection. The proposed
fused correlation-detection scheme was theoretically shown
and verified experimentally, to outperform traditional detection
scenarios. Experimental results for both additive noise corrup-
tion and JPEG compression were provided.
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