IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 54, NO. 10, OCTOBER 2006

1731

Pulse Shaping for Differential Offset-QPSK
Andrew C. C. Lam, Akrum Elkhazin, Subbarayan Pasupathy, and Kostantinos N. Plataniotis

Abstract—Pulse shaping is examined as a means to improve the
performance of a differential offset quadrature phase-shift keying
system in a bandwidth-constrained environment. Through opti-
mization with respect to a composite Nyquist criterion, the derived
pulse shapes have comparable performance to a 7 /4-differential
quadrature phase-shift keying in an additive white Gaussian noise
(AWGN) channel and better performance in a hard-limited AWGN
channel.

Index Terms—Differential offset quadrature phase-shift keying
(DOQPSK), pulse shaping.

1. INTRODUCTION

IFFERENTIAL offset quadrature phase-shift keying

(DOQPSK) is well suited to nonlinear bandlimited chan-
nels [1]. By limiting phase transitions between symbols to
7 /2, DOQPSK has less out-of-band power than either differ-
ential quadrature phase-shift keying (DQPSK) or 7 /4-DQPSK
[2]. Furthermore, DOQPSK has less envelope fluctuation
than 7/4-DQPSK, which leads to less spectral spreading if
a nonlinear amplifier is used [3]. Since the in-phase (I) and
quadrature-phase (Q) symbols in DOQPSK are half a symbol
apart, the differentially demodulated output generally contains
intersymbol interference (ISI). If the transmitter and receiver
pulse shaping filters obey the combined Nyquist 1 (N1) and
Nyquist 2 (N2) criteria, ISI is limited to the previous and next
symbols, and can be resolved by an eight-state Viterbi decoder
[3]. The combined N1 and N2 criteria cannot be jointly satisfied
for a pulse shape having a roll-off factor less than unity. This
ISI can be mitigated by truncating the filter impulse response
and applying a trellis decoder, whose complexity grows expo-
nentially with the truncation length. Alternatively, multiple-bit
differential detection has also been applied to DOQPSK [4],
and reduced-complexity algorithms have been proposed [5].

In this letter, we consider a DOQPSK system with design
roll-off factor of a = 0.35, and use pulse shaping as a means to
improve performance without increasing complexity. Instead of
expanding the number of trellis states, as in [2], to resolve ISI,
we use a small trellis and examine how different pulse shapes
can be used to minimize ISI. Using the closeness measure pro-
posed in [6], different pulses are considered in terms of how
closely they satisfy the N1 and N2 criteria. The pulse-shaping
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strategy developed in this letter can improve BER performance
with no increase in complexity.

II. SYSTEM MODEL

We consider the DOQPSK in [2] and [3] that is shown in
Fig. 1. At the transmitter, antipodally modulated bits are split
into two bit streams {ay, by } that are differentially encoded into
antipodal bit streams {z2r = arTor—2,Y2k+1 = brY2k—1},
such that x;, = 0 at odd intervals of k£ and y, = 0 at even
intervals of k. The quadrature-phase stream is delayed by
Ts/2, where T is the symbol time, and both streams are
passed through pulse-shaping filters and modulated. At the
receiver, the received signal is demodulated, passed through a
pulse-shaping matched filter, and sampled at intervals of T /2.
In discrete time, the received signal can be represented as

oo

re= | > hilwesi +jyk—i) | €7 4me (1)

1=—00

where {h;} is the impulse of the combined transmitter and re-
ceiver pulse-shaping filters, ¢, is the slowly time-varying phase,
and ny is a noise source that is additive white Gaussian noise
(AWGN), provided that the pulse shaping satisfies N1. Although
N1 is not strictly satisfied for the candidate pulse, we assume
that correlation between noise samples is negligible for the pur-
pose of the receiver design.

The pulse-shaping filter is typically designed to satisfy the
N1 criterion to eliminate ISI and the N2 criterion, to ensure ac-
curate timing recovery. The unique minimum bandwidth pulse
satisfying the combined N1 and N2 criteria is the full raised co-
sine (FRC) pulse that has &« = 1 [7]. The N1 criterion implies
hi =1land h; = 0,7 = £2,44,...,in (1), and the N2 crite-
rion implies hy; = (1/2) and h; = 0, ¢ = £3,45,.... With
the N1 and N2 criteria satisfied, the received signal is 79 =
[Tor + jO.5(y2r—1 + Yor+1)]e’® + nok, rorr1 = [0.5(z2p +
Tokt2) + jY2k+1)e’® 4+ nopy1. Since the T and Q channel sym-
bols are offset by T /2, each symbol is interfered with by the
previous and next symbols on the opposite channel.

The received signal is passed through a differential demod-
ulator (r,75_,) in order to remove the unknown phase ¢. The
demodulator output contains ISI that can be resolved using the
Viterbi algorithm. Following the work in [2] and [3], a trellis
can be constructed based on the noiseless demodulator outputs
that are given by

)?Qk = m (TQkT;kiz)
1
=TorTok—2 + Z(ka—1 + Yor+1) (Yok—3 + Y2u—1)

?gk = % (TQkT;k_Z)

1 1
= §x2k72(y2k71 + Yort1) — 55172k(y2k73 + Yor—1)
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Fig. 1. System model.

)A(Zkﬂ =R (T2k+17“;k—1)

1
=Y2k+1Y2k—1 T Z(wzk + Topt2)(Tor—2 + Tok)

Yorp1 =S (rort1mop_1)

1
= - 5?J2k-1(172k + Topy2)

+ %y2k+l($2k—2 + Tar,). 2)
The noiseless output {)A( ks f/k} is a function of four binary vari-
ables which yield a 2% = 16-state trellis, which can be further
reduced to an eight-state trellis by exploiting trellis symmetries
[2], [3]. The branch metric computation is done according to
Q= (X —)?k)Z—}—(Yk —?k)Z, where X; and Y; are the real and
imaginary parts of the differentially demodulated noisy received
signal. Finally, differential decoding is performed according to
&k = T2kLX2k—2 and bk = Y2k+1Y2k—1 for the I and Q channels,
respectively.

III. DOQPSK FOR ROLL-OFF FACTORS LESS THAN 1

The DOQPSK receiver described in the previous section has
good performance and reasonable complexity roll-off factor if a
unity roll-off pulse-shaping filter is used. For o = 0.35 roll-off
factor, however, the N1 and N2 criteria cannot be mutually sat-
isfied, resulting in interference from an infinite number of sym-
bols, not simply the previous and next symbols on the oppo-
site channel. The additional ISI introduced by bandwidth con-
straints can be accounted for by keeping more terms in the pulse-
shaping filter when forming the trellis state. This is the approach
taken in [2]. If the filter {h;} is truncated after [ terms, the re-
sulting trellis has 22/*1 states, thus, complexity grow exponen-
tially with the number of terms in the filter.

T./2

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 54, NO. 10, OCTOBER 2006

QUAD.
MODULATOR

PULSE
SHAPING
(LPF)

Q) A 4
cos(2 f})
CHANNEL

PULSE
SHAPING
(LPF)

r(t)

PULSE

SHAPING
(LPF)

-sin(2 f )

As a low-complexity alternative to the trellis-state expansion
in [2], we fix the trellis size and propose using pulse shaping to
minimize ISI. Since there no pulse that satisfies the combined
N1 and N2 criterion for « = 0.35, we strive to design pulses
that minimize errors in both criteria. Employing the measure of
closeness proposed in [6], the mean-squared error with respect
to the N1 and N2 criteria is defined as

ef = Y [h(k) = b1o)” 3)
k
2
2k — 1 1
eir=> [h( 5 ) — 5 (k1 +6k1)1 )
k

where 0;; is the'Kronecker delta. In (3) and (4), it has been
assumed that 75 = 1 for notational simplicity. The composite
Nyquist error given by [6]

e? = ve% + Ce%l 5)

where 7 and ( are the weights given to the first and second cri-
teria, respectively. A family of pulses can be derived by setting
the parameters -y,  and optimizing the filter design with respect
to the criterion in (5). Minimizing (5) for a particular -, ¢ yields
an overall filter response given by [6], [8].

Scos®D=2 0 < |f| < 152
cos(mf)—A 1— 1
v her e << ©
0, otherwise
where A is used to normalize the pulse, and is such that
f—(l(i—fi/)iz H., :(f)df = 1. The rationale for choosing these
measures of closeness and the additive composite error is
twofold. First, the derivation becomes mathematically tractable,

H%C(f) =
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TABLE 1
SUMMARY OF PULSE SHAPES

Pulse

Transfer Function

FRC

)

cos? (), 0<If| <1

otherwise.
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and second, the FRC pulse result for v = ¢ = 1 with a unity
roll-off. We next derive three pulses by controlling «y and (.

1) Modified Raised Cosine: The modified raised cosine
(MRC) (Table 1) is a pulse that minimizes (4) subject to the N1
constraint. Thus, it satisfies N1, and is as close as one can get
to N2. It is obtained by setting v and ( such that v > (.

2) Truncated Raised Cosine: If v = ( = 1, the truncated
raised cosine (TRC) (Table I) results. It simultaneously mini-
mizes(3) and (4), but satisfies neither N1 nor N2. Since its area
is dependent on «, it has to be normalized by setting —((1 +
N/2) = (1/(1+a)) - (sinm((1+)/2)/ (L+a)m) - (1/2).

3) Raised Cosine 2: If we insist on keeping N2 at the expense
of errors in N1, then the raised cosine 2 (RC2) (Table I) pulse
results. In this case, the weights are set with { > ~.

4) Continuous Filters: The three filters previously discussed
have discontinuities in their spectra which can lead to difficul-
ties in practical implementation. We consider two continuous
spectral pulses both satisfying N1, namely: the linear rolloff
(LROLL) [6] and the better than raised cosine (BTRC) [9]
pulses (Table I). These pulses are not derived with respect to
composite error criteria (5), although they have errors in N2
that are comparable to the MRC and TRC pulses.

IV. SIMULATION RESULTS

In this section, the effectiveness of the different pulse-shaping
filters in a DOQPSK transmission is examined, with the
7 /4-DQPSK and 128-state DOQPSK [2], [3] systems used as a
reference. We consider the AWGN channel and the hard-limited
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Fig. 2. Error plots of various pulses.

AWGN channel, the latter approximating a saturated Class C
power amplifier.

For the different pulse shapes, we compared the root-mean-
square error with respect to the N1 and N2 criteria as a function
of the excess bandwidth in Fig. 2. The RC2 and TRC are the
only pulses having errors in ey, with the TRC having less error.
In terms of the ey criterion, the the RC has the most error, the
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Fig. 3. Performance comparison of DOQPSK with proposed pulses (MRC,
TRC, RC2, LROLL, BTRC). (a) AWGN channel for &« = 0.35. (b) Hard-lim-
ited AWGN channel for o« = 0.35.

TRC has the least error, and the MRC error is in-between, at
any excess bandwidth. The two continuous pulses, LROLL and
BTRC, yield less error in ey than the RC, but more error than
the other pulses at a = 0.35.

The bit-error rate (BER) of the DOQPSK system is shown for
the AWGN channel in Fig. 3(a) and for the hard-limited AWGN
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channel in Fig. 3(b), using different pulse shapes at a roll-off
factor of @ = 0.35. Shown for reference are the w/4-DQPSK
system with an RC pulse having & = 0.35, the DOQPSK system
with a = 1, and the 128-state DOQPSK [2], [3] receiver. The
a = 1 DOQPSK receiver represents the best achievable perfor-
mance, and the o = 0.35 DOQPSK RC pulse has the worst per-
formance. Of the candidate pause shapes, MRC and TRC pulses
had the best performance: 0.1 dB worse than the w/4-DQPSK
system in the AWGN channel, and 0.5 dB better in the hard-lim-
ited AWGN channel at a nominal BER of 10~3. The 128-state
DOQPSK system in [2] and [3] had worse performance than
the MRC and TRC pulses, followed by the BTRC, LROLL,
and RC2 pulses, with the spread in performance being larger
in the hard-limited channel. The relatively poor performance of
the RC2 pulse stems from correlation in the noise samples that
results when N1 is not satisfied.

V. SUMMARY

Pulse shaping is an effective means to improve performance
in DOQPSK system with constrained bandwidth. In both the
AWGN and hard-limited AWGN channels, the MRC and TRC
pulses with an 8-state trellis outperformed the more complex
128-state solution in [2] and [3]. These pulses show similar per-
formance to the 7/4-DQPSK system in the AWGN channel,
and a 0.5 dB performance improvement over the 7/4-DQPSK
system in the hard-limited AWGN channel.
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