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ABSTRACT 

In this paper, a novel face recognition method is pro- 
posed for surveillance photo identification applications. In 
such a case, only a limited numhcr of images per subject is 
available for training purposcs. Furthcrmorc, surveillance 
photos are usually different from the stored templates mostly 
due to aging, illumination and pose variations. It is common 
practice to apply unsupervised techniques such as principle 
component analysis (PCA) when the sample size for each 
subject is small. However, since PCA is performed with- 
out sample label considerations, the captured variation be- 
tween images contains not only interpersonal variation but 
also intrapersonal variation which has an adverse effect on 
recognition performance. To overcome the problem, feature 
selection is performed in the PCA space to obtain a repre- 
sentation in which intrapersonal variation is minimizcd and 
interpersonal variation is maximized. Extensive experimen- 
tation following the FERET evaluation protocol indicates 
that the proposed scheme improves significantly the recog- 
nition performance. 

1. INTRODUCTION 

Subject identification in surveillance photos is one of the 
most important applications for face recognition. The iden- 
tity of the subject in a surveillance photo is determined by 
comparing it against stored templates of known subjects. In 
realistic applications, only a limited amount of image data 
per subject is available to system. At the same time ap- 
pearance of the subject of interest captured in surveillance 
photos significantly differs from the templates stored in the 
database due to aging and other environmental factors such 
as lighting and pose. 

In literature, numerous FR algorithms have been pro- 
posed, with [ I ]  surveying most of them. Among the var- 
ious FR procedure, appearance based approaches, which 
treat the face image as a two dimensional holistic pattern, 
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2. SYSTEM OVERVIEW 

The system framework is shown in Fig.1. A surveillance 
photo of an unknown subject is fed to the FR system, which 
is asked to retum the stored examples from the database 
which match most closely the input, along with the corre- 
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sccm to bc the most successful. In appearance based ap- 
proaches, principle component analysis (PCA) and linear 
discriminant analysis (LDA) are the most commonly iiscd 
for feature cxtraction. It is generally believed that supcr- 
vised learning techniques such as LDA usually outperform 
unsupervised techniques such as PCA in recognition tasks. 
However, this is not always the case. Experimental analysis’ 
indicate that when training sample size (number of available 
training samples I subject) is small, PCA will outperform 
LDA[2][3]. In survcillancc applications such as the one 
considered here, it is not unreasonable to assume that the 
sample size per subject is equal to 1, forcing the use of PCA 
as feature extractor. In this work we propose to enhance 
the PCA based solution by applying a feature selection pro- 
cess in the PCA subspace. The objective is to maximize 
interpersonal variation as well as to minimize intrapenonal 
variation. Due to its universal acceptance, and in order to 
facilitate comparisons with existing solutions, the FERET 
database is used to support the claim under this work[4]. 
Following the FERET evaluation protocol, both gallery im- 
ages and probe images are projected to the selected PCA 
subspace and identity authentication is performed by com- 
paring the distance between probe and gallery image. Ex- 
tensive experimentations on the FERET database indicate 
that the proposed feature selection scheme improves the reco- 
gnition performance when large intrapersonal variation ex- 
ists in the probe images, the application scenario most often 
encountered in practice. 

The rest of the paper is organized as follows: Section 
2 describes the system framework: In section 3, feature se- 
lection procedure in the PCA space is introduced; Experi- 
mentations on the FERET database with the analysis of the 
results are described in section 4 followed by a conclusion 
drawn in section 5. 



sponding labels. In order to facilitate comparisons with ex- 
isting solu’tions, we formulate the problem using the FERET 
terminology. Surveillance photos with unknown subjects 
are called probe images while the database with known suh- 
ject images is called gallery. To match the true operating 
characteristics of thc surveillance paradigm, it is assumed 
that there is no overlap between gallery and probe. Fur- 
thermore, each subject in gallery is represented by a single 
frontal image. 

The FR system is initially trained on a generic training 
set which is collected by the system provider. The generic 
training set does not overlap with gallery or the probe. PCA 
is used as a feature extractor followed by a feature selec- 
tion procedure by using both training images and gallery 
imagcs. After the initial training, the system projects cach 
gallery image to the extracted feature space to generate their 
cquivalcnl representations in the feature space. A probe im- 
age, considered here to be the actual input to the system, is 
also projected to the calculated feature spacc, and its dis- 
tances from cach feature-space projected gallery images are 
cnlculated. The gallery images reporting the smallest dis- 
tances, in the feature space, are selected as candidates for 
subject identification, 
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Fig. 1. System Framework 

3. FEATURE SELECTION IN THE PCA SPACE 

The PCA feature extractor is an unsupervised linear tech- 
nique which provides an optimum, in the mean square er- 
ror sense, representation of input into a lower dimensional 
space[5]. However, since it is an unsupervised technique, 
there are two components in the PCA space, interclass sub- 
space and intraclass subspace which are coupled together[6]. 
In the recognition application, intraclass variation is expected 
he small compared to the interclass variation for classifi- 
cation purpuses. Therefore the subspace composed of the 
eigenvectors corresponding to the dominant eigenvalues may 

not bc appropriate for classification due to large intraclass 
variation which may be capturcd[S]. Thus the “optimal” 
ni-dimensional PCA space is not necessary comprised of 
ni-largest eigenvectors and a featurc selection procedure is 
necessary to improve the recognition performance. 

Feature selection is pcrformed in the PCA space to sc- 
lect n L  bases forming a ni.-dimensional feature space in which 
the intraclass variation will be minimized while the inter- 
class variation will be maximized, i.e., maximize the ratio 
of intercliss variation over intraclass variation. With such 
criteria, the obtained feature space has the property, which 
is advantageous to recognition performance, that image dif- 
ference of same subject in the feature space is o f  small value 
while that of different subjects is large. 

Let D be the gallery set with S imagcs(identities), g,, i = 
I ,  2, ..., S. Let 7 be the training set of size C x L con- 
taining C identities, L images cach. ti,, is the j t h  ini- 
age of identity %, j = 1 , 2 ,  . . I  L; i = 1 , 2 ,  
fore at most C x L - 1 meaningful eigenvectors with non 
zero eigenvalues can he obtained by PCA whcn number of 
the training samples is less that the dimensionality of the 
image. Let A = [a,, ... ,an[] he the complete PCA fea- 
ture set and the components are eigenvectors sorted in a 
descending order of their eigenvalues. Ad is chosen such 
that ,La is greater than a threshold, where is %th 
eigenvalue. The reason for not using all available eigenvec- 
tors is that the eigenvectors with very small eigenvalues are 
usually very noisy due to limited training samples. Then the 
problem is becoming to select a subset A A  with cardinality 
7n from the complete set A. In a standard PCA methods, 
the criteria for selection is to maximize CL, I ; ,  results in 
A;, = AI:,,, = [al, ..., a,,,]. However, although the sub- 
space with large eigenvalues will have large interclass vari- 
ation, it may also contain large intraclass variation. Thus 
the purpose of maximizing the ratio between them may not 
he achieved. In this paper, we define the selection criteria 
as the one to maximize this ratio. The interclass variation 
is estimated by the distance between images in the gallery 
set. Based on the assumption that human faces share similar 
intraclass variation[6], intraclass variation of gallery images 
can he estimated from training samplcs. Therefore, the cri- 
teria used for selection are (a) gallery set: maximize the 
distance between images, which is represented by the min- 
ima of the mean value of the distance between image pairs 
(b) training set: minimize the mean value of the distance 
between images to their corresponding class centers, i.e., 

E!‘ A* 

2,=: A I  

where AF is any subset of A with cardinality m, and, 
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L 1 C L  1 
D T ( A F )  = ~ 1 IIAF(ti,j-pi)ll pi = - ti,j Table 1. Recognition Rate(%) at rank 20 with N features 

i=l ,=I L j-1 C X L  

(3) 
/ I  . I /  is the Euclidean distance bctwccn two vectors. 

A Forward Selection algorithm based on the criteria dis- 
cussed above is issued to select the optimal ~n combinations 
in A. We starf with the most significant feature al  with the 
largest eigenvalue. Although it may contain a large intra- 
class variation, i t  is helieved to have the most of the inter- 
class variation since interclass sunplc difference dominate 
the samplc covariancc[6]. Thcrefore, in order to avoid los- 
ing the important discriminant information, a,  is always be 
included. The whole selection procedure is as follows[7]: 

( 2 )  For b: = 1 to rri. 

= ALb(k) @ w y i ~ i a x , , ~ ~  A : , , ( h )  .J(A;,&(k) cti ai)  
A:,,(k + 1) 

Theretbre A',,, is the vi-dimensional feature space and 
the identification is performed by calculating distance be- 
tween probe and gallery images in this feature space. 

4. EXPERIMENTS AND RESULTS 

4.1. Experiment Setup 

The FERET database includes 14501 face images of 1209 
subjects covering a wide range of variations in viewpoints, 
illuminations,facial expressions and so on. Since our sys- 
tem is partially automatic and does not include a face de- 
tection step, all the face images should be manually aligned 
and normalized which requires the coordinate information 
of eyes. Currently, only 3817 face images of 1200 persons 
in the FERET database are provided with such information. 
All the images are preprocessed according to the recom- 
mendation of the FERET protocol, which includes ( I )  im- 
ages are rotated and scaled so that the centers of the eyes are 
placed on specific pixels and the image size is 150 x 130; 
(2) a standard mask is applied to remove nonface portions; 
(3) histogram equalized and image normalized to have zero 
mean and unit standard deviation. Then each image is fi- 
nally represented as a vector of length 17154. 

Among these 1200 subjects, there exist 226 subjects with 
3 images per subject. These 678 images are formed as the 
training set. In addition, there are 1703 images of 256 per- 
sons with at least 4 imagedsubject. All these images are 
used as gallery and prohc sets. Of these images, 1476 are 
frontal and 227 are non frontal. We randomly select 256 
frontal images one per person to form the gallery set and the 
remaining images are treated as probe. The above data set 
configuration is also suggested in[3]. Then we further sep- 
arate the probe as three subsets PI, Pz, Pa to test the algo- 
rithm under different conditions. PI contains 914 images of 

256 persons whose camera time difference with their corre- 
sponding gallcry matches is less than half year(< 180dm~s). 
P2 contains 226 images of 75 persons whose camerit time 
difference is greater than one and half year (2  540dnys). 
P, contains 227 non frontal images of 48 persons. These 
threesubsets illustrate three different scenarios. In PI, prohc 
imageisveryclosetoitsgallerymutch whileinP,,P,,large 
intrapcrsonal variation is included. 

The PCA algorithm is trained on the training set which 
results in a 677-dimensional meaningful space. We keep 
270eigenvectors as a complete feature set ( A )  for selection. 
These 270eigenvalues contains more than 95% energy, i.e., 

> 95%. The feature subset (A:,L) size m is cho- z,=, 
sen from I to 100. Each gallery image and probe image 
are projected to the feature space. The evaluation is per- 
formed by calculating the Euclidean distance pair between 
each probe imagc and gallery image in thc feature space, 
i.e.,d(i,j) = II(Ak)T(gi-pj))(l, wheregi;i = 1 , 2  ,._, I Q \  
is the gallery image and p,,j = 1,2 ,  .__, JPJ is the probe 
image. A probe is in the top K if the distance to its corre- 
sponding gallery match is among the K smallest distances 
for the gallery. Thus the recognition rate at rank K is the 
number of probe images in the top K divided by probe size. 

4.2. Results and Analysis 

The performance of the proposed algorithm compared with 
PCA method is illustrated in Tahle.1 and Fig.2. Table.1 
compares the recognition rate at rank 20 with 20 and 50 fea- 
tures. The results of PCA only(PCA), PCA+feature selec- 
tion (FS) and performance improvement(1MP) are all listed. 

The result shows that the proposed method will improve 
the performance in P, and P3, however, will deteriorate in 
PI. In PI ,  the time difference between probe and gallery 
is within half year and the images of same identity in probe 
and gallery are very similar. However in Pz and Pa, the dif- 
ference between probe image and its corresponding gallery 
image is significant. The recognition is performed by project 
thc difference image of probe and gallery to PCA space. We 
hope the difference of same identity (AI)  will have small 
value in PCA space while that of different identity (A,) 
will have large value. As we discussed in section 3, PCA 
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(a) Results of Probe I (b) Results of.Probe I 
or, 

(c) Results of Probe 2 (d) Results of Probe 2 

(e) Results of Prohe 3 ( f )  Results of Probe 3 

Fig. 2. Performance of 3 Probe sets (witWwithout feature 
selection); left is recognition at rank 20 V.S. number of fea- 
tures, right is recognition with N features V.S. rank 

space has two components, interclass subspace and intra- 
class subspace which are coupled together and both will 
affect the performance. However, if the probe image and 
its gallery match is very similar, i.e, A, is very small, al- 
though intraclass variation is large, its effect on AI is still 
very small. Therefore, in this case, interclass variation will 
dominate the performance. Our feature selection criteria is 
to maximize the ratio of interclass over intraclass variation. 
Although the ratio is maximized, the interclass variation 
will not necessary be large. Thus, PCA only will outper- 
form that with feature selection, since PCA features with 
large eigenvalucs usually capture large interclass variation. 
So in P I ,  feature selection is worse than PCA only. How- 
ever, since we keep the first eigenvector which is believed to 
capture most of the interclass variation, the gap is not very 
large. On the contrary, if the probe image is significantly 
different with its match in gallery, i.e., AI is large, intra- 
class variation will throw great effect on the performance. 

In this case, maximizing the ratio is more appororiate to im- 
prove the pcrformance. Therelore, in  P, and Ps, it shows 
an obvious improvcmcnt. 

5. CONCLUSION 

In this paper, the problem of subject identification in surveil- 
lance photos was addresscd by introducing a featurc selec- 
tion mechanism operation on the PCA feature space. The 
proposed feature selector allows for the determination of a 
lower dimensionality feature space in which intcrclass vari- 
ation is maximized while intraclass variations is minimized. 
Experimentations following the FERET protocol guidelines 
indicate that the proposed solution boosts the recognition 
performance, outperforming standard procedures such as 
thc PCA approaches on recognition tasks when the prohe 
images differ significantly from their corrcsponding gallery 
matchcs. 
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