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Abstract— The throughput capacity of a Wireless Local Area
Network (WLAN) can be improved synergically by 1) the multi-
rate capability of modern WLAN equipments and 2) the spatial
diversity provided by its relay infrastructure. In this work, we
investigate the effect of multi-path fading and opportunistic
utilization of a fixed number of immobile relay nodes on the
throughput capacity of a rate adaptive WLAN. We develop an
analytical framework that computes the throughput capacity of
an IEEE 802.11 WLAN with relay infrastructure in the Rayleigh
fading environment. We compare the performance of MAC-
layer and network-layer relaying. Our results show that up to
200% performance gain can be achieved by an optimal relay
infrastructure over a network with no relay. Furthermore, for a
wide range of system parameters, optimally placed relay nodes
can significantly increase the network throughput capacity.

I. INTRODUCTION

Wireless Local Area Networks (WLANs), which provide
low-cost wireless broadband data access for mobile Internet
users, are expected to create a plethora of business opportuni-
ties. Currently, the most commonly implemented WLANs in
North America are based on the IEEE 802.11b standard, which
is capable of supporting bit rates up to 11Mbps in the 2.4GHz
spectrum. As the number of hotspot users proliferates and the
demand from wireless Internet users increases, new strategies
have to be employed to increase the throughput of future
WLANs. The IEEE 802.11a standard [1], which is capable
of supporting bit rates up to 54Mbps in the 5GHz spectrum,
is a promising technology to improve hotspot throughput.
However, due to the higher frequency, signal attenuates more
severely than that of lower frequency systems. As a result,
relay nodes can play an important role in large 802.11a
networks. In general, as future wireless communications sys-
tems migrate to higher frequencies for more spectrum, relay
infrastructure will become even more crucial.

The multi-rate capability of modern WLAN equipments
and spatial diversity provided by relay infrastructures can
synergically improve the throughput capacity of a WLAN.
In a WLAN with relay infrastructure, the source can either
transmit its data to the destination directly, or relay its data
via the relay node. Since WLANs are usually located in
a multi-path fading environment, the qualities of wireless
links vary with time. Depending on the instantaneous channel
condition, if a circuitous route can result in a higher bit rate
than the direct route, the source should use the relay node
to relay its data. In this work, an analytical model has been

developed to understand the benefits of MAC-layer relaying
in a multi-rate WLAN with relay infrastructure. Moreover,
the optimal locations of the relay nodes which maximize the
throughput capacity of a network with respect to different
system parameters are numerically derived. Furthermore, the
effects of network-layer relaying can be studied by using a
slightly modified version of the MAC-layer model. Our results
show that up to 200% performance gain can be achieved by
an optimal relay infrastructure over a network with no relays.

This paper is organized as follows. In Section II we review
recent related work in multihop networks. In Section III we
explain our system model and discuss the objective of our
design. In Section IV, the channel model and its relationship
with transmit bit rate is discussed. In Section V, we explain
the relay strategy and its relation with packet transmission
time. In Section VI, the optimal placement of relay nodes
in a two dimensional single AP scenarios is discussed. In
Section VII, we discuss the numerical results obtained from
our calculations. Finally, in Section VIII, we give conclusions.

II. RELATED WORK

Inspired by recent advances in ad hoc networking [2], the
concept of using peer mobile hosts to relay data has been
explored in the context of cellular networks [3]. A relay
routing protocol which emphasizes on capacity maximization
has been proposed in [4]. In a more recent work, the problem
of joint routing, link scheduling and power control in such
multihop networks has been investigated [5]. Moreover, issues
about frequency assignment and frequency recycling in such
multihop networks have been addressed in [6].

The concept of using immobile relay nodes to relay traffic,
e.g., [7], has received less attention. Immobile relay nodes have
several advantages when compare with mobile relay nodes.
First, because of their sedentariness, it is reasonable to assume
that they have access to power supply. Consequently, energy is
not a constraint. Second, the fixed relay nodes can be optimally
configured to maximize their beneficial effects.

In [8], the expected throughput capacity of a wireless
network with relay infrastructure and the optimal placement of
the relay nodes were investigated based on the wireless relay
channel capacity derived in [9] and [10]. In [11], an efficient
extension point placement algorithm aiming at improving the
throughput of a rectilineal network through network-layer



relaying has been proposed. In this work, we focus on under-
standing the effect of opportunistic MAC-layer relaying and
relay infrastructure configuration on a rate adaptive WLAN
in a multipath fading environment. In particular, we explore
the spatial diversity provided by the relay infrastructure in a
discrete multi-rate WLAN in the Rayleigh fading environment,
and numerically derive the optimal placement of relay nodes
in such WLANs.

III. SYSTEM MODEL AND DESIGN OBJECTIVE

The system that we investigate consists an access point
which is connected to the wired network and provides wireless
coverage to an area. Mobile Hosts (MHs) locating in this
coverage area wirelessly communicate with the wired network
via this access point. In this study, we assume the transmission
schedule for all transmitters is completed perfectly by the
AP, and communications are performed in a poll-and-response
fashion. At any given time, only one transmitter is allowed to
transmit, so that no interference is experienced at a receiver,
and no collision can occur.

The time axis is divided into time varying cycles. The
AP communicates with each MH in its coverage area in
a round robin fashion. In each cycle, the AP transmits a
downlink packet to the chosen MH, and the MH transmits
a uplink packet to the AP. For both uplink and downlink
communications, a relay node (RN) can be used to forward the
packets if taking such circuitous route can curtail the overall
packet transaction time. In this study, we assume the lengths of
the uplink and downlink packets are fixed, and the AP always
has a packet to send to each MH and vice versa.

Let x be the total number of bits of an uplink and a downlink
packet combine. Let Ti represents the packet transaction time
of an AP-MH pair in the ith cycle. Thus, Ti is a sequence
of independent and identically distributed random variables.
By the Law of Large Numbers, the throughput capacity of the
network is

C = lim
n→∞

nx∑n
i=1 Ti

=
x

E[Ti]
. (1)

In order to maximize the throughput capacity of the net-
work, E[Ti] has to be minimized. Thus, the design objective
of our system is to minimize the expected time that an AP-MH
pair completes a single downlink and uplink packet exchange,
which we called expected packet transaction time in this paper.

IV. CHANNEL MODEL AND TRANSMIT BIT RATES

The packet transaction time is inversely proportional to the
communication rate between a pair of transmitter and receiver.
Since different random network parameters such as distance
between transmitter and receiver and channel fading affect
the reliable communication rate between a transmitter and a
receiver, the instantaneous bit rate supported by a transmitter
receiver pair, and thus the packet transaction time, is random.
In this paper, the signal strength of a transmitted signal is
attenuated according to a propagation path loss model [12]
and the received signal is subject to Rayleigh fading. For a

particular received signal strength, the appropriate bit rate is
determined by the IEEE 802.11a standard [1].

A. Propagation Path Loss Model

In this work, the following propagation path loss model is
used [12].

Pb =
Pa

dα
b

. (2)

where Pa and Pb are the signal power measured at unit
distance and db meters away from the transmitter respectively,
and α is a positive constant representing the path loss roll
off factor. The reference power Pa can be obtained via field
measurement at distance one meter away from the transmitter
or calculated using the following free space path loss formula
[12].

Pa =
PtGtGrλ

2

(4π)2L
, (3)

where Pt is the transmitted power, Gt is the transmitter an-
tenna gain, Gr is the receiver antenna gain, λ is the wavelength
of the transmitted signal, and L (L ≥ 1) is the loss factor not
related to propagation. In this work, the parameters in (3) are
obtained from the CISCO Aironet 1200 series access point
specifications [13], and L is set to 1. In the next subsection,
we describe how fading affects the reliable communication
rate between a transmitter receiver pair.

B. IEEE 802.11a under Rayleigh Fading Channel

Suppose M data rates, which are denoted as r1, r2, ..., rM ,
are supported by the physical layer. Reliable communication
by using rate rm can be realized only if the signal strength at
the receiver is above a certain threshold, say ηm. Consequently,
for the set of M data rates, there is a set of M thresholds,
η1, ..., ηM . We further define η0 = 0 and ηM+1 = ∞.
For IEEE 802.11a, there are 8 supported bit rates, and the
corresponding thresholds are specified in the standard [1].

If the transmitter reference power is P , while the distance
between the transmitter and the receiver is l, where l >
1, the average received signal power, Pr, is given by (2).
Then, according to the Rayleigh fading channel model, the
probability of receiving a signal with instantaneous power, γ,
is exponentially distributed with pdf p(γ) = 1

Pr
e

−γ
Pr .

Since the network can only support a finite number of bit
rates, the transmitter bit rate is a discrete random variable,
which is denoted by R(P, l) in this paper. The probability
that the transmitter can transmit at rate rm, is

P (R(P, l) = rm) =
∫ ηm+1

ηm

lα

P
e

−γlα

P dγ. (4)

where m = 0, 1, 2, ...,M and r0 = 0. P (R(P, l) = r0) is the
probability that the receiver is located in a deep-fade area. In
the next section, we use the above channel model to derive
the packet transaction time of a transmitter receiver pair.
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Fig. 1. Relative locations of the source(S), relay node(R) and destination(D).

V. RELAY STRATEGY AND PACKET TRANSACTION TIME

Consider the single user scenario in Fig. 1. The source, S,
can either transmit its packet directly to the destination, D,
or relay it via the relay node, R. If the relay node is used,
the packet has to be transmitted twice. Thus, the relay node
may or may not be beneficial and the effect of the relay
node varies depend on the channel condition. At each time
instance, each link can support reliable communication at a
particular rate which is described probabilistically in (4). The
relay node will be employed to forward the packet if the
combined S-R R-D link can achieve a higher bit rate than that
of the direct S-D link. In this work, we assume the channel
coherence time exceeds the packet transmission time; thus, the
channel condition is essentially invariant during each packet
transmission. Moreover, we also assume the distance between
any two transmitters is larger than the coherence distance; thus,
each link is faded independently. Before the source transmits,
a small channel probing time, Tp, is required for the source
to determine the channel conditions. Moreover, we assume
that the source of a packet can always compute the optimal
decision, and the packet can always be transmitted successfully
if the channel allows. In addition to the channel probing time,
a node needs a small inter-frame time, Tif , to change from
transmit state to receive state and vice versa.

Let T (P, l, x) be a discrete random variable which repre-
sents the transmission time of an x-bit packet by a transmitter
with reference power P and located l meters away from
the receiver excluding the probing and inter-frame time. The
probability distribution of T (P, l, x) is

P

(
T (P, l, x) =

x

rm

)
= P (R(P, l) = rm). (5)

Thus, the probability density function of this single-hop raw
packet transmission time is

fT (P,l,x)(z) =
M∑
i=0

P (R(P, l) = ri)δ
(

z − x

ri

)
. (6)

Consider the direct link from the source to the destination. Let
Td(P1, l, x) represents the packet transmission time from S to
D together with the probing and inter-frame time, where P1

is the reference power of the source’s transmitter. The pdf of
this random variable is

fTd(P1,l,x)(z) = fT (P1,l,x)(z − Tp − Tif ). (7)

Now, let TSRD(P1, P2, l, d, θ, x) be a discrete random vari-
able which represents the transmission time of an x-bit packet,
excluding the probing and inter-frame time, transmitted by the

source and forwarded to the destination via the relay node,
where P1 and P2 are the reference powers of the source and
the relay node respectively. Since the packet is transmitted
twice, this two-hop raw packet transmission time is a sum of
two independent random variables. I.e.,

TSRD(P1, P2, l, d, θ, x) = T (P1, d, x) + T (P2, e, x). (8)

where e = (l2 + d2 − 2ld cos θ)
1
2 . Thus, the pdf of this two-

hop raw packet transmission time is the convolution of two
single-hop raw packet transmission time pdf’s. I.e.,

fTSRD(P1,P2,l,d,θ,x)(z) = fT (P1,d,x)(z) ∗ fT (P2,e,x)(z) . (9)

Similar to the direct case, let Tr(P1, P2, l, d, θ, x) be the
discrete random variable represents the two-hop packet trans-
mission time from S to D through R, together with the probing
and inter-frame time. The pdf of this random variable is

fTr(P1,P2,l,d,θ,x)(z) = fTSRD(P1,P2,l,d,θ,x)(z − Tp − 2Tif ).
(10)

To simplify notations, we denote Td(P1, l, x) and
Tr(P1, P2, l, d, θ, x) by Td and Tr respectively.

The source always takes the route (direct or circuitous)
which results in the minimal packet transmission time. The
resulting packet transmission time is the minimum of two
random variables, i.e., Tm = min(Td, Tr). The pdf of this
random variable is

fTm
(z) = fTd

(z)[1 − FTr
(z)] + fTr

(z)[1 − FTd
(z)], (11)

where FTd
(z) and FTr

(z) are the cdf’s of Td and Tr respec-
tively.

When the destination is located in a deep-fade area (the
direct link fails and either one of the links in the two-hop
route fails), transmission is not possible. We assume the
source can detect such condition after channel probing, and
the source will postpone its transmission. However, every time
such undesired condition happens, one channel probing time
is wasted and the wasted channel probing time(s) add(s) to the
total packet transmission time.

Let the events of “unsatisfactory” and “acceptable” channel
conditions be F and S respectively. Then the probability
of F is P [Tm = ∞]. Let Tt(P1, P2, l, d, θ, x) represents
the total packet transmission time taking consideration of
different channel states. Again for notation simplification, let’s
denote Tt(P1, P2, l, d, θ, x) by Tt. The expected total packet
transmission time can be calculated as follows.

E[Tt] = E[Tt|F ] × P [Tm = ∞] + E[Tt|S] × [1 − P [Tm = ∞]]
= [E[Tt] + Tp] × P [Tm = ∞]+[∫ Tmax

0
zfTm

(z)dz

1 − P [Tm = ∞]

]
× [1 − P [Tm = ∞]] .

(12)

After some rearrangement,

E[Tt] =
P [Tm = ∞]Tp +

∫ Tmax

0
zfTm

(z)dz

1 − P [Tm = ∞]
, (13)
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Fig. 2. Network Configuration.

where Tmax is the largest successful packet transmission time.
For comparison purposes, we have to calculate the expected
total packet transmission time with the absence of the relay
node. Let Ta(P1, l, x) represents the total packet transmission
time when the relay node in Fig. 1 is removed. Following
similar analysis,

E[Ta(P1, l, x)] =
P [Td = ∞]Tp +

∫ Tmax

0
zfTd

(z)dz

1 − P [Td = ∞]
. (14)

In the next section, we will study the scenario, where MHs
are randomly distributed in a given area. Moreover, given a
set of system parameters, the optimal placement of the RNs
in a two dimensional network will be discussed.

VI. OPTIMAL PLACEMENT OF RELAY NODES

In this section, we consider a model as shown in Fig. 2,
where a number of RNs, N , (in this example, N = 3) is
given, and they are placed uniformly around and d meters
away from the AP. The MHs are uniformly distributed within
the circle with radius L centered at the AP.

The following system parameters and notations are used:
• xd = downlink packet length (bits).
• xu = uplink packet length (bits).
• β = xd

xd+xu
=proportion of downlink data.

• α = path loss roll off factor.
• Par = reference power of AP or RN.
• Pm = reference power of MH. (Pm ≤ Par)
• d = location of RN.
• l = location of a MH.
• θ = ∠ MH-AP-RN
• φ = ∠ AP-HM-RN = arctan

(
d sin θ

l−d cos θ

)
• e = (l2 + d2 − 2ld cos θ)

1
2

As described in Section III, the goal of the system is to
minimize the expected packet transaction time of the network.
To evaluate the effect of relay infrastructure in a network,
we first evaluate the expected packet transaction time of the
network without RNs. By using (14), the expected packet
transaction time of the network is

Tdirect =
1

πL2

∫ L

0+ε

∫ 2π

0

l{E[Ta(Par, l, xd)]+

E[Ta(Pm, l, xu)]}dldθ,

(15)

where ε > 0 is small.

We then evaluate the network expected packet transaction
time with the help of relay nodes. As described in the previous
section, the MH may directly communicate with the AP or use
the closest RN to help relay its packet to and from the AP. By
using (13) the network expected packet transaction time is

Trelay(d) =
N

πL2

∫ L

0+ε

∫ π
N

− π
N

l{E[Tt(Par, Par, l, d, θ, xd)]+

E[Tt(Pm, Par, l, e, φ, xu)]}dldθ.
(16)

For each set of system parameters, there exists an optimal
d∗ ∈ (0, L) such that Trelay(d∗) is minimal. Since Trelay(d)
is a continuous function of d, all the critical points of Trelay(d)
can be found when we set Trelay

′(d) = 0. This can be solved
numerically. In the next section, we discuss some observations
obtained from the numerical results.

VII. NUMERICAL ANALYSIS

In this section, we discuss the benefit of the optimally placed
RNs with respect to different system parameters. The effects
of both MAC-layer and network-layer relaying were studied.
When network-layer relaying is performed, the capacity of the
network can be computed by the above model except a MH
always uses a RN if it can curtail the expected packet transac-
tion time, i.e., the decision of whether to use a RN is computed
based on the MH location instead of the instantaneous channel
condition. For each set of parameters, there is an optimal
placement of RNs and two capacities: Cdirect and Crelay .
Crelay and Cdirect represent the throughput capacity of the
network with optimally placed relay nodes and without relay
nodes respectively. The throughput capacity of the network
is defined in (1). Thus, Cdirect = x

Tdirect
and Crelay =

x
Trelay(d∗)

, where d∗ represents the optimal location for the
RNs. We define the performance gain of the network as
follows.

Crelay − Cdirect

Cdirect
. (17)

In the numerical analysis, all the parameters for the hardware
are obtained from the CISCO Aironet 802.11a 1200 Series
specifications [13]. These hardware parameters and the fixed
system parameters we used are summarized in Table I.

Parameter Value Parameter Value

AP’s transmitter power 16 dBm Gt 6 dBi
RN’s transmitter power 16 dBm Gr 6 dBi
MH’s transmitter power 13 dBm Tif 0.03 ms

λ 0.06 m Tp 0.2 ms

TABLE I

PARAMETERS FOR AP, RN, AND MH

A. Roll-off Factor and Number of Relay Nodes

In Fig. 3, we study the effect of the roll off factor, α and the
number of RNs in the network. When α is small, RNs are only
used to help the distanced MHs; thus, they are placed further
away from the AP. However, when α is large, the optimal RN
placement depends on the marginal benefit provide by the relay
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Fig. 3. Effect of roll off factor (α) and the number of RNs for xd = 2kbyte,
xu = 1kbyte, L = 300m.
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Fig. 4. Effect of proportion of downlink data and the number of RNs for
xd + xu = 2kbyte, α = 2.9, L = 300m.

strategy to MHs at different locations. Thus, as shown in Fig.
3a, the optimal locations of RNs computed by MAC-layer and
network-layer relaying show different trends. From Fig. 3b,
the performance gain increases as the roll off factor increases.
This is because as the signal decades faster, the beneficial
effect of a relay node that boost the signal power becomes
more and more significant. When the channel attenuation is
high (α = 3), by using a small number of RNs (N = 8), the
performance gain can be more than 200%.

B. Proportion of Downlink Data and Number of Relay Nodes

In Fig. 4, we study the effect of the proportion of downlink
data and the number of RNs in the network. From Fig.
4a, the optimal RN position moves away from the AP as
the proportion of downlink data, β, decreases. From Fig.

4b, when MAC-layer relaying is used, the performance gain
increases as the proportion of downlink data, increases. The
contrary is observed when network-layer relaying is used.
This observation suggests that the benefit of opportunistic
transmission is more prominent when β is large. It may be
because with spatial diversity, the beneficial effects of the RN
on downlink data is actually more significant than that on
uplink data. Thus, when MAC-layer relaying is used, higher
performance gains were observed when β is high.

VIII. CONCLUSION

In this work, we investigate the integration of immobile
relay node to a WLAN infrastructure. We studied the benefits
of spatial diversity provided by relay infrastructures on multi-
rate WLANs in the Rayleigh fading environment. We have
showed that in most cases, by using a few optimally placed
relay nodes, the throughput capacity of the network can
be improved significantly. In particular, MAC-layer relaying
can significantly outperform network-layer relaying. As relay
infrastructure is expected to play a more important role in
future communications system, it is important to understand
their impact on wireless networks.
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