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Abstract—Most routing protocols in disruption tolerant net-  attaining the shortest data transmission delay. Howevest m
works (DTN) use redundant transmissions to explore the diver- mobile nodes in DTNs have limited energy and may prefer
sities in routing paths in order to reduce data transmission delay. fawer transmissions than flooding to conserve energy, and

However, mobile nodes in DTN usually have limited energy and . .
may prefer fewer transmissions for longer lifetime. Hence, it is to prolong network lifetime. For these reasons, probatulis

vital to carefully balance the tradeoff between data transmission routing [2], [3] and spray-and-wait [4], [5] are proposed to
delay and the amount of transmissions among mobile nodes.  achieve tradeoffs between network resource consumptidn an
In this paper, we consider the problem to route a batch protocol performance by focusing on routing a single patket
?;u(tji?;a pﬁifgf;ls ellrr]x lewv'- dzxsﬂ;a'g:‘gsﬁg gggéosgnge?‘r’]‘(zesrt‘igtgti a network with unlimited bandwidth and node buffer capacity
the information-theoretical optimal number of data,transmissions Motivated by t_he _need to transm't, a large amount. of
in delivering data. With such insights, we propose E-NCp, data such as a file in DTN, we consider the DTN routing
an efficient protocol in DTNs based on network coding, that problem under more realistic network settings, where &ohit
reduces data transmissions significantly, while increasing data transmission opportunities and relay buffers are insefficto
\t,ﬁrr‘]s?r‘]fski)%”stdeé%r?n”;%czngwi% ?;X tggg?\?:lrti\(lcfgetit::]:l g;oglocs?sl accommodate all data to be transmitted. We observe tha ther
and simulationg, we show that network coding facilitatesabe);ter exist an analogy betweer! D_TN rputlng anq eras.ure codes,
tradeoff between resource usage and protocol performancand s the amount of transmissions in DTNs is similar to the
that our protocol offers unique advantages over replication-baed density of erasure codes. The existence and optimalitgvef
protocols. densityerasure codes indicates the existence of an information-
theoretical optimal number of data transmissions in DTNSs.
Randomized network codin®], [7] allows intermediate

Disruption tolerant networks (DTN), oopportunistic net- nodes to perform coding operations besides simple rejgicat
works represent a class of networks where connections ama¥tfl forwarding. Using the paradigm of network coding in
wireless nodes are not contemporaneous, but intermittéhtN routing, a node may transmit a coded packet — as
over time. Such networks usually have sparse node densitegandom linear combination of existing data packets — to
with short communication ranges on each node. Connecticti¥other node when the opportunity arises. Intuitively, ahe
among nodes may be disrupted due to node mobility, energigplication is used to minimize transmission delay, a node
conserving sleep schedules, or environmental interferenc Should transmit a packet with the minimum number of replicas

In such networks, an opportunistic link may be temporarilif the network, since it is the packet with the longest expect
established when a pair of nodes “meet” — when they mo@&lay. Unfortunately, one does not have precise global know
into the communication ranges of each other. A possibf§lge of which packet has the minimum number of replicas
data propagation path from the source to the destinatidd, opportunistic networks. When network coding is used,
referred to as awpportunistic pathis composed of multiple however, a node can transmit a coded packet as a combination
opportunistic links, possibly established over differ¢imte ©Of all packets in its buffer such that their information caa b
instances. Clearly, more than one such opportunistic pattys Propagated simultaneously to the destination.
exist. Based on these important insights, we propBsdCP, an

In DTNs, a source may transmit data directly to its deé&fficient protocol based on network coding to dramatically
tination when they are connected by an opportunistic linkecrease the amount of data transmissions in DTNs, whie onl
Although such a direct-transmission protocol consumes tireasing the data transmission delay slightly as conapre
minimum amount of network resources, it may incur afPidemic routing. We show that, utilizing network codingr o
exceedingly long transmission delay. On the other extrenf&0tocol achieves better performance than a protocol based
epidemic routing has been proposed [1] to flood data pack? replication. Based on E-NCP, we examine the influence
ets to all nodes in the network, essentially exploring aQf network parameters on protocol performance and resource

opportunistic paths from the source to the destination, aRBnsumption with extensive theoretical analysis. Our ysis|
provides further insights on the difference between coding
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application requirements. batch of data, in the same spirit as decreasing the density of
The remainder of the paper is organized as follows. Wgasure codes. More importantly, they have conductedysolel

discuss related work in Sec. II. Sec. lll introduces the ogkw simulation-based evaluation without an optimality stutty.

model. In Sec. IV, we describe E-NCP, our new protocol basedntrast, we investigate the information-theoreticaliropt

on network coding. Sec. V shows the analogy between DTMNimber of transmissions, and based on such an insight, show

routing and erasure codes, and demonstrates the asymptibiat our protocol has almost the same data transmissioy dela

benefits of E-NCP. Sec. VI uses detailed mathematical aisalyas epidemic routing, while dramatically decreasing thew@mo

to validate the benefits of E-NCP and shows the advantagfetransmissions in the network.

of network coding over replication. In Sec. VII, we use

experiments to show the effectiveness of E-NCP and validate [ll. NETWORK MODEL

our analysis. We conclude the paper in Sec. VIII. In this paper, we consider unicast communication from a

Il. RELATED WORK source to a destination i_n a di_srgption tolerar_lt networkhwit
) . . N wireless nodes, moving within a constrained area. The
A variety of routing protocols have been designed fQf,ce hagi packets to be transmitted to the destination. A
disruption tolerant networks, based on different sets 6f &g;nsmission opportunity arises when a pair of nodes “fheet,
sumptions. Somee(g, [8]) assumea priori knowledge on ¢ they are within the communication range of each other.
connectivity patterns, or that historical mobility pattercan 1 tacilitate the analysis without loss of generality, welae
be used to predict future message delivery probabilitigs [, when nodes andb meet, the transmission opportunity is
Others assume control over node mobility [10]. In this pap&sy sufficient to completely transmit one data paikaith
we propose a network coding based efficient routing protoQlsnect to the buffering capacities, while the source aed th
with neithera priori kn(_)\{vledge of network connectivity, nor destination are able to accommodatefalpackets, we assume
control over node mobility. _that the buffer on each of the intermediate relay nodes ig onl
Previous studies have proposed to use erasure coding{fe to hold B packets, wherd < B < K. Of course, any
address network disruptions in DTNs, with no informatioR¢ e packets in the buffer can be pTJrged at any time, upon

of node mobility patterns [11], or with prior knowledge Ofihe receipt of ACKs or the expiration of Time-to-Live (TTL)
network topologies [12]. Unlike network coding, in such, packets.

source-based erasure coding approaches, different apsire \vo assume that the time between two consecutive trans-

nodes may transmit duplicates of coded data to the same Nqglsion opportunities (when nodes meet) is exponentially
and may unnecessarily consume additional bandwidth. — gigtribyted with a rate of. In the literature, the majority of

It has been shown that network coding can improve thge o s work makes such an assumption, either explicy [
throughput in wireless communication [1?_>], by explorlnq_ﬂ], [19] or implicitly [3], [4]. Although measurement-bad
the broadcast nature of the wireless medium. However, 4 gies ¢.g, [20]) have shown that such inter-meeting time
disruption tolerant networks considered in this paper, Gienomay follow heavy-tail distributions in some applicationsore

seldom has more than one neighbors, and such wireless codigdh studies have shown that the exponential distribigio

opportunities rarely occur. ) in fact more prevalent both in theory and in many practical
Deb et aI.. [14] showed that a gossip protocol based o stems [21]. Therefore, we opt for more mathematically
ngtwork coding can broadgast multiple messages among NOf&Etaple models in our analysis, and believe that insights
with a shorter period of time, as compared to that withoWyaineq from our analysis are also useful under otherstéli
network coding. With the same spirit, the benefit of network, i, models. With a similar preference for mathematica
coding in wireless broadcast communication has been iNVgs(apility, we assume that there does not exist backgroun
tigated in [15], [16]. In contrast to their work, we show thafa¢ic heyond the unicast communication under considemati

networ'k coding can eff]0|ently ut|I|ze.mu'It|pI§ OppOrtutes 44 |eave the more general case with background traffic to our
paths in the case of unicast communication in DTNs. future work.

Different routing protocols such as probabilistic routing
[2], [3] and spray-and-wait [4], [5] have been proposed to |y, E-NCP: AN EFFICIENT PROTOCOL BASED ON
attain different tradeoffs between data transmissionydafal NETWORK CODING
resource consumption. All these proposals focus on thedpre ) . .
ing of one single packet in a network with abundant bandwidth I this section, we introduce a new protocol based on net-

and node buffers. In contrary, our work investigates theemof/©'k coding in disruption tolerant networks, hereafteerefd
realistic scenario wheraetwork resourcesare limited, as '@ @SE-NCPfor brevity, to transmit a batch of data packets
opposed to the amount of data to be transferred. from a source to a destination in disruption tolerant nekspr

Zhang et al. [17] extended spray-and-wait [4], [5] from With limited relay buffers and transmission opportunitiehe
a single packet to a batch of data packets in the netwdiRshot of E-NCP is that it is able to achieve similar data

by considering all data as a “super packet” and limiting the, _ _ _
It is straightforward to extend this to the general case wlzar arbitrary

red.un(EIancy of such a “super packet.” Our Wolrk _diﬁers_frc_)mumber of data packets can be delivered when the opporturiitgsa as we
theirs in that we reduce the amount of transmissions withinilastrate in [18].



transmission delay as epidemic routing, but with much fewer Our design is motivated by the following fundamental
transmissions. guestion: what is the minimal number of transmissions that
. . . should be made by the source and the relays to achieve
A. Epidemic Routing Based Protocols the minimal transmission delay? To delivéf data packets
For the purpose of comparison, we review epidemic routifgom the source to the destination, it is easy to see from
based protocols that we have investigated in previous WaHe information-theoretical perspective that the soureeds
to transmit a batch of data packets with network coding transmit at least coded packets to either relay nodes or
[22], referred to adNetwork Coding based Epidemic Routingjirectly to the destination. Furthermore, to achieve theimil
(NCER) hereafter. We omit the description of naive epidemigansmission delay, the destination should decod& aburce
routing based on replication, since we have shown that it h@éckets after obtainings coded packets. Hence, the relay
inferior performance to NCER [22]. nodes should disseminate and mix tiiecoded packets from
We first describe the details of NCER. When two nodage source such that the destination can decode all packets b
a and b meet, they transmit coded packets to each other. dbtaining K coded packets frorany K relay nodes with high
coded packet: is a linear combination ofs" source packets probability.
Ey,...,Ex inthe formz = YU | o, E;, wherea; are coding e propose the following efficient protocol, the motivation
coefficients. Suppose that nodéroldsm coded packets in its of which will be clear later in Sec. V. The source transmits
buffer, nodea encodes all coded packets in its buffer, namelMighuy more thanK coded packets into the network such

r1,...,Tn, 10 generate a coded packef: that these coded packets are sufficient to decode the drigina
m packets with high probability. All these coded packets are

To = Zﬂm, (1) referred to aspseudo source packet&ach pseudo source

i=1 packet is then disseminated forandom nodes in the network

where all multiplication and addition operations are defingn the same spirit as “Binary Spraying” in [5]. Note that we
on a Galois Field (such as GF) when the operations arealso encode them together during the dissemination wheneve
performed on each byte), artj is randomly chosen from the possible. Spyropoulo®t al. [5] have shown that “Binary
field. It is easy to see that, is also a linear combination of Spraying” is the optimal spraying method with the minimal
the K original packets, and the coefficients can be derivegacket transmission delay under a homogeneous random mo-
Node a then transmitse, along with its coding coefficients bility model such as ours. By adjusting, referred to as the
over the original packets to node When node receivesz,, Mmaximal spray countehereafter, we can tune the tradeoff

it storesz,, in its buffer if space is available. Otherwise, nod®etween the number of relay transmissions and the packet

b encodesr, with each packet in its buffer as follows: transmission delay. An important question is whether there
, , is a critical threshold such that the protocol performandé w
Ty = T+ ita, @) degrade dramatically if. is smaller than the threshold. We
wherez/ represents théth coded packet in the buffer of nodePostpone our analysis in response to this question to Sec. V.
b, and~; is randomly chosen from the Galois Field. The protocol proceeds as follows. The source maintains a

The destination obtains a coded packet when it med@unterS with an initial valueK” slightly larger thari. When
another node, and attempts the decoding process to retrid@ source meets a relay nodeSit> 0, it generates a coded
K source packets as long &S coded packets have been colPacket (a pseudo source packet), a random linear comhinatio
lected. Because the coding coefficients and the coded packedll packets, using the algorithm presented in Sec. Vi a
are known, each coded packet represents a linear equati@ismits the packet to the relay node. We order the pseudo
with the K source packets as unknown variables. Decodif@urce packets from the source with indides. ., K'. Each
the K source packets is equivalent to solving the linear systepacket from the source carries its indé&and spray counter
composed o coded packets. Thdecoding matrixepresents !, Which is initialized to the maximal spray countér The
the coefficient matrix of such a linear system. When thgource decreases by one after each transmission to a relay
rank of the decoding matrix i€, the linear system can benode and stops transmitting $ = 0.
solved and thex source packets are decoded. Otherwise, thereThe relay nodes implement the “Binary Spraying” protocol
exists linear dependence among coded packets, and the rféf€ach pseudo source packet, while encoding them together

will continue to obtain more coded packets until decoding Khenever possible. Every relay nogeg, nodea, keeps a list
successful. of tuples: (i, 1), wherei and! denote the index of a pseudo

o _ source packet in the node’s buffer and the value of the packet

B. E-NCP: An Efficient Network Coding Based Protocol  gpray counter. Such lists are referred tospsay listsand are

In NCER, two nodes exchange (coded) packets whenewnpty initially. When node: meetsb, it checks the spray lists
they meet until an ACK from the destination indicating alln both nodes. If node finds in its own list a tupldi, ) with
K packets have been received or the TTLs in packet headéps 2 and there is no tuple with as the first element in node
expire. We propos&-NCP, a new protocol based on networkb, nodea transmits a coded packet to nobleotherwise, node
coding that we have designed to optimize efficiency in theskips the transmission opportunity.
amount of packet transmissions. If node a decides to transmit, it generates a coded packet



as a random linear combination of all coded packets in its clogk Coded packets collected
buffer, using the algorithm in Sec. IV-A, and sets the packet f OEE } O \ by destination
index ¢ and the new spray countét/2| to be carried in the

coded packet. Node then updates its tuple witki, [1/2]).

Upon receiving a coded packet, noblstores or encodes the OEE O O —;O

coded packet with the algorithm in Sec. IV-A. Furthermore, K <

node b inserts a new tuple into its list(, ), wherei and source O O »“K =N destination
[ are the packet index and the spray counter carried in the

incoming coded packet, respectively. We note that, thecgour \ O O

and relay nodes always generate a coded packet to be directl
transmitted to the destination when the opportunity arises poeudo source packets b»@ ]
regardless of the countéf or the spray lists. —

In a similar fashion, we can design an efficient variant
of the protocol based on replication, referred to as E-RPg. 1.  The network-flow formulation in Theorem 1, wheteand a are
for later comparison with E-NCP. E-RP works similarly a§enstants.
E-NCP, except that different source packets are replicated

separately among relay nodes rather than mixed together Proof: We reduce our problem to the problem studied
as in network coding. The source transmits tiiepackets . ' . A
in,[23] by a network-flow formulation as shown in Fig. 1.

into the network. Each packet carries a spray counter al?ﬂe slightly more thark coded packets from the source can

implements the "Binary Spraying” protocol. When two nodege equivalently considered d€ linearly independent pseudo

meet, they choose the packet with the largest spray COLmters<')urce packets. With E-NCP, the coded packets in relay nodes

the buffer to exchange. If the node buffer is full, it choosesre the random linear combination of tté pseudo source

the packet W'th. the smalle_st spray (_:ounte_r, compares ?t ckets. Moreover, as we shown previously, the information
spray counter with that carried in the incoming packet, a - ! ]
. a pseudo source packet is disseminatedl tmiformly random
drops the one with a smaller spray counter. The goal of thi L .
; : . S ; relay nodes by the transmissions corresponding to the spray
protocol is to assign higher priorities to packets with éarg : .
. o counter indexed by this pseudo source packet. Furthermore,
spray counters, since it is easy to see that such packets have .
smaller numbers of replicas in the system, and need to Da - oo each relay node has buffer sizeit reserves the
. P ystem, iRformation of all received packets. Therefore, it is notchen
replicated to reduce the overall transmission delay. Wearkm o )
) . : . see that the transmissions of different pseudo source {saitke
from another perspective, E-RP is essentially a varianhef t_ - .
e - ) heir L relay nodes are independent. Hence, Theorem 1 and 2
Binary Spraying” protocol proposed in [5] on a batch %n [23] apply here. They show that a source packet needs to be
packets with the following slight modification. We replieat PRl y P

the packet with the minimal number of replica based on Iocg|ssem|nated to onip(log K) random nodes in the network

. . : N order for the destination to decode all source packetl wit
information, when more than one packets in the batch are e "

. _ ; any K coded packets from ani nodes with high probability.
competing for a transmission opportunity.

Hence,L should beO(log K). [ |
Consequently, we have the following corollary on the
amount of transmissions made by the relay nodes in E-
In this section, we analyze the asymptotic efficiency dfiCP. Combining it with Lemma 1 below, we conclude that,
E-NCP in terms of its scaling behavior in the number aisymptotically, E-NCP is significantly more efficient than
transmissions and its requirement on the size of relay muffeNCER in transmissions.
Corollary 1: In E-NCP, the relay node transmi@&(log K)
A. Amount of Packet Transmissions data packets.

To analyze the amount of transmissions generated by E- Proof: There arek” pseudo source blocks, each consum-
NCP, we first state the following obvious fact: under thihg L transmissions. Hence, the total relay transmissions in

homogeneous random mobility model, thenodes selected the network isK L. Therefore, the average transmissions for

by the “Binary Spraying” protocol are uniformly distribate ©aCh relay node is

among theV relay nodes. This is easy to see since each node Tyrans = KL/N ©)

has the same probability to meet another node. We further

assumeK = ©(N) throughout this section since the sourc€&urthermore, with the result of Theorem L,= O(log K),

transmits a large amount of data to its destination. We ane nand the assumptiofV = ©(K), we concludes that each relay

ready to characterize the asymptotic optimal valud.of nodes needs to transntit(log K) times. ]
Theorem 1:If each node has buffer siz&, the maximal Lemma 1:In NCER, each relay node transmits at least

spray countet”. should be©(log K') in order for the destina- O(K) data packets.

tion to decode all source packets with ani coded packets Proof: The destination needs to obtain at le&Stcoded

with high probability. packets fromK meetings with other nodes to decode all data.

V. E-NCP AsYMPTOTIC EFFICIENCY



4] 6] ] 6] buffers with sizel [22], whereas E-NCP needs buffers with
CD\ ‘/Ca CD\ '/C9 size slightly larger tharl as we will show in Sec. VI-B and
e 2]o codes [23] govern the information-theoretical optimal fdu
[ 10a+15b | | as2 | @[ 3a+1ib | for efficient decoding: on9 (K log K') random opportunistic
@ (b) the buffer size is 1, the relay nodes keep transmitting and
pushing the information towards the destination. Howeirer,
Eggéﬁtsp'a(cbk)eg?de 8 has buffer size 2 and transmits 2 lineadgpendent Hence, the transmissions should be sufficiently lineartlein
pendent and the relay buffer sizes should be slightly larger
to the destination and meets at ledst nodes on average.lar asymptotic analysis for E-RP, since the major diffeeenc
Furthermore, in NCER, each relay node transmits a codbdtween E-RP and E-NCP is that E-RP store all received
transmits at leasi' coded packets on average. ®m We omit such analysis due to space constraint.
Moreover, in the analysis of Theorem 1, we show the VI. DETAILED MATHEMATICAL ANALYSIS OF E-NCP
codes [23]. Hence, the optimality results of [23] indicéiatt Although_the above asymptotic an_alysis demonstrates the
E-NCP is asymptotically optimal. On the other hand, NCEF¢lear benefit of E-NCP over NCER, it cannot answer a few
comparable withdenseerasure codes. This analogy confirm8ver E-RP? In the following, we introduce detailed anabftic

Sec. VII-A. The reason is that the optimal low-density erasu
o
coded data transmissions are necessary. In NCER, even when

Fig. 2. (a) Node 3 has buffer size 1 and transmits 2 linearledepnt coded E-NCP, the relay nodes transmit much fewer data packets.
During such time period, each relay node behaves identicall Finally, if relay nodes have abundant buffers, we have simi-
packet whenever it meets another node. Hence, a relay npaekets on every node, whereas E-NCP encodes them together.
connection between E-NCP atwv-densitydistributed erasure
in the same spirit of epidemic routing, floods the informatiolMPortant questions. For instance, what is the performgage
that E-NCP is more efficient than NCEP. models for E-NCP and E-RP to evaluate their performance.

B. Buffer Requirement A. Delivery Delay vs. Maximal Spray Counter

. . . To facilitate our analysis, we refer to the random time
Next, we discuss the asymptotic buffer requirement of E- . . )
duration between two consecutive meetings between a node

NCP. As an example to illustrate the impact of relay buffers, ; S .
S . : nd two other nodes as an inter-meeting time slot, or simply

shown in Fig. 2(a), we first consider the case when no?e | d denote it b Th ted lenath of a ti

3 has buffer size 1. In this case, node 3 can only transm”ine.S ot. and denote it by’ The expected length of a time

X ot is given by

linearly dependent coded packets to node 4 and 5 even when

it has received 2 independent packetsand b. Hence, the

independence between packeandb are lost in node 4 and since a node meets another relay node with expecteditirhe

node 5. In contrast, if node 3 has buffer size 2, as shownand there aréV relay nodes in the network.

Fig. 2(b), node 4 and 5 can obtain linearly independent coded_et X be the random number of time slots until a message is

packets, and the information of packeandb on node 4 and delivered from the source to the destination. L&lbe the total

5 are independent. In general, it is evident that if a relagenotransmission delay associated with. ThenT' is a random

obtains the information ofn independent packets, a buffersum of X iid random variables, and its expected value has the

size ofm is required to disseminate them to other relay nod@gsoduct form as follows:

independently.

Therefore, in general, the buffer requirement of E-NCP E[T] = E[X] E[Tuo] - ®)
can be much reduced from the what is stated in Theorem\We will derive E[X] for E-NCP and E-RP later in Sec. VI-Al
where we have assumed each relay node has bufferfSizeand VI-A2, respectively.
to ensure that the spreading processes of different pseud®&efore delving into the details of analysis, we review the
source packets are independent for ease of illustration. datails of spraying a packet into the network. As shown in [5]
fact, since each of théd( pseudo source packet is sprayethe source sprayg copies of a packet in approximately
to ©(log K') nodes,O(K log K') packets are sprayed into the
network. Furthermore, we hav®& = O(K) nodes in the E[Np] = [log L] ©6)
network. Hence, each relay node receiv@dog K) pseudo time slots in the “Binary Spraying” protocol. To simply the
source packets and its buffer size shouldElférg K') to ensure analysis, we assume that the copies of a packet are all
all coded packets transmitted from it are linearly indeenid sprayed instantly inf[ N, | time slots after the time slot that
We moreover note that, in practice, the buffer requirement fthe source transmits this packet into the network.

E-NCP can be significantly reduced further and is only shght For brevity, we refer to thgth (pseudo) source packet as the
larger than 1. We postpone such detailed analysis to SeB. VI4th packet. In general, spraying packets with different nmeati

Furthermore, we remark on the difference of the buffepray counters may lead to shorter transmission delays.sé/e u
requirements between NCER and E-NCP. NCER requirés to denote the maximal spray counter for tfth packet.

E[T@lot} = 1/(AN)7 (4)



1) E-NCP: We assume that a node receives information afriginal K source packets with high probability. We define
the jth packet if it receives a coded packet as a combinationioflex setswith elements representing the set Bf pseudo
the jth packet and other packets. Since the destination can gburce packets the destination obtains when it decodeatall d
tain a coded packet, a combination of all packets, from arelawhere K < Z < K’. We denote then-th index set of sizeZ
node, we assume that the destination collects the infoomatias./ ,,,, where theZ elements of/; ,, are chosen, uniformly
of different packets independently. Such an assumption matyrandom, from{1,2,..., K’'}:
not be completely accurate since the destination can iserea m o m m /
the rank of its decoding matrix by at mostwhen it meets a Jzm ={1<5" <ji" <,...,<jz <K'} ©)
relay node. We will show that the analytical results obtdineTherefore, we have the probability that the destination ob-
under such an assumption and other assumptions are s$#l Clgyiins the information of theZ packets defined iz, is
to the simulation results in Sec. VIl without the assummionnje,z,mpr(m’j = D¢y, (1 = Pr(Y;; = 1)) if the

Although the maximal spray counter of thgh packet is destination visits relay nodes. Henceforth, we hae > i if
L;, network coding has theide effectto disseminate the the destination does not obtaémy set of Z packets indexed

information of thejth packet to more places when spraying thgy Jzm after it visitsi — 1 relay nodes, wher¢ > K. That
information of other packets, since a node transmits a coded

packet as a combination of all packets in its buffer. Howgver 1 T
we assume that there are only “useful” copies of thejth / o ’
packet because other copies made by network chlng asa %(rj& > i) = 1— [ZgzK anzz)l
effect may be dependent and useless for decoding. - ey, Pr(Yi_q,; =1)

LetY; ; be a random variable that assumes the value 1 if the 0. o 1 P’ v 1 s K
information of thejth packet is collected when the destination 3872, (Yioy =1) 14 —(10’)
visits theith random node, and the value 0 otherwise. To deriWhere P{Y;_,, — 1) and PfY,_,, — 1) are given in (8)
E[X], we first compute the probability Br; ; = 1). The and J,. isl_déjfined in (9) i—1,j '
source transmits thgth packet only after thgth meeting with S K K .

a relay node. Furthermore, as stated previously, we assu.m’eI is clear that there arg_,_ (Z) such index sets, and

the L, copies of each packet are sprayed after a time lag |&js computationerl]lly prohibitfg o egumerate;ll the_see'md
E[Ny, ] time slots. Therefore, with the definition of Sets to compute the sum in ( ).' Ligtdenote PEYio1; =1).
’ The sum in (10), denoted hy,, is equivalent to
L = j+ E[Ny,], @)

o . Sp = Z Hﬁlp?j(l —p)tT% (11)
whereE[Ny,] is given in (6), we have the following. f< L', K<ay+..tap <K'

the destination has probability O to obtain tjth packet when wherea; is either O or 1.5, is similar to a sum of multi-

meeting theith relay node,/ because_tmh packet has nqt nomial items without the multinomial coefficients and with

entered the n(.etworki > L;, the destlnano_n has prc’b"“b'“tythe additional constraints om;. Hence, we can use a similar

L.j/N o obtam_ the;th pgcket when meeting a rglay nOdeefficient algorithm in [24] to compute (11) with a complexity

since theL; copies of thejth packet are pnlfprmly distributed of O((K' — K)K’Q(log K")2) by dynamic programming and

amqngN relay _no_des_. Hence, the destination qloeg not ?bt%T. We present the details in [18] due to space constraint.

the jth packet if it fails to obtain the packet in the— L’ We then haveE[X] = > PHX > i) [25], where

e / it i 0 = - i=1 = '

visits to reliyLPodes after thejth visit, i.e, Pr(Y;; = 0) = Pr(X > 4) is given in (10). Therefore, we can obtain the

(1- Lj,/fzf) 7. Therefore, we have BY; ; = 1) = 1 - (1 - expected transmission deldy(T] by (5).

Lj/N)"™%. In summary, we have With the analytical relation from the maximal spray couster
0 it i< I L; to the expected transmission delBYI'], we can formulate

Pry;; =1) = { .. .. 47 (8 an optimization problem to find the optimal; to minimize

1= (1= Lj/N)~% ifi> L} E[T], if Liotq transmissions are permitted in the network.

where L’ is given in (7). minimize  E[T]

Next, we derive the expected time slots required to recover %
all data,. assuming the source transmﬂ"é pseudo source subject to ZLi — Luotal
packets into the network, whe#€’ > K. It is easy to see that
the destination cannot recover all origin&l source packets,
if it visits less than K nodes because it can increase the
rank of its decoding matrix at most 1 during each visi,, 2) E-RP: For E-RP, the destination can choose to obtain
PrX > i) =1, if i < K. If more thanK relay nodes are only one packet when meeting a relay node with multiple
visited, the destination recovers all data as long as itiobthe packets. Therefore, the assumption that the destination ca
information of at leasany K out of K’ pseudo source packets,collect different packets independently is much less ateur
because these pseudo source packets are “equivadent’k’ than that in E-NCP. Hence, we use a different modeling idea.
out of K’ pseudo source packets are sufficient to decode ¥k model the network with stateR;, M}, whereR; and M;

j=1
L;>0 forj=1,..., K. (12)



are the expected numbers of packets on the destination and &herefore, with the expected number of packg&tfrom a

relay node, respectively, at time slotHence, the transmissionrelay node at time slot, the expected number of packets on

time can be approximated by the duration from the beginnirlge destination at time slat+ 1 is

to the time thatR; reachesK. To simplify the analysis, we

assume that the source replicates the same number of copies Riyy = Ri+ 5. 17

L for all packets. Clearly, at time slot 1, we hav&; = 0. Hence, we can
First, we compute the expected number of packetson computeR; for any time sloti recursively.

a relay node at time slat To do so, we first derive the total The destination obtains aik packets wherR; reachesk.

number of different packet®); in the network. As described Therefore, the expected number of time slétgX] that the

in Sec. VI-Al, thejth packet enters the network after timejestination spends to collect all packets is

slot ) = j + E[Ng]. Therefore, there is no packets in the

network in the firstE[N.] time slots.i.e, D; = 0, for i =

L., B[Ny ]. Afterwards, at each time slok, copies of a new wheree is a positive number close to 0. Wifi X ], we obtain

packet are injected into the network. Hence, at timesslibtere o A
arei — E[Ny] different packets in the network. Because therteb e expected transmission de Jof all K packets by (5).

are K source packets, after time sléf, the source no longer B. Delivery Delay vs. Relay Buffer Size

E[X] =argmin{K — R; < €}, (18)

sprays new packets. Therefore, after time siot+ E[N,], In Sec. V-A, we show that the relay buffer should be
the total number of different packets in the networkAs ©(log K) for E-NCP. In this section, we show E-NCP runs
Therefore, in summary, we have efficiently when relay buffer sizes are close to 1. To sinyplif

0 if i < B[N, the analysis, we assume the maximal spray counters of all

). . 3 pseudo source packets are All Similarly as in Sec. VI-Al,
Di=qi- EN] !f E[NL] <i<K+E[Ng, (13) we ignore the side effect of network coding in spraying packe
K if i > K+ E[NL], information and consider only the origindl copies of a
where E[N] is given in (6). pseudo source packet. ) _
In E-RP, each of th®; packets had. copies. Furthermore, I the “Binary Spraying” protocol, thé copies of a packet
under our homogeneous mobility model, all these packets &jeSPread INE[N] = [log(L)] time slots on average as
uniformly distributed amongV relay nodes. Therefore, wediScussed previously in this section. Hence, there/lrg(L) |

have the expected number of packats on a relay node at packets in transmitting on average at any instance of time.
time sloti as follows: Furthermore, because each packet has at rhastpies, and

there are N nodes in the network, the probability that a
M; = D;L/N. (14) node has one packet in its buffer is at moktg(L)] - L/N.
. Furthermore, all pseudo source packets are assumed to be
we th_en compute the probability @, M;, D;) that the . spread independently. Therefore, the probability thatetlzee
destination obtains a new packet from a relay node at t'rﬂgore than)M packets on a node ilog(L)] - L/N)™. By

slot . .In our protgcol, the); expected number _Of paCkEtsthe union bound [25], the probability of the evehitthat there
are uniformly distributed among th@; packets at time slot are M packets on one ol nodes is

We further assume that th®; packets on the destination are

uniformly distributed among thé; packets as well. Hence, PrE) < N - ([log(L)] - L/N)™

we derive the probability PR;, M;, D;) as follows. First, if = ([log(L)] - LM /NM~-1

R, < M;, the destination can always obtain a new packet B O(l/NM‘l) (19)

from the relay node. Second, ®; > M;, the destination o

cannot obtain a new packet from a relay node only if tiehe second equality in (19) holds becaugeg(L)] - L is

destination contains all packets on the relay node, which hasignificant as compared witlV, since we have show that

the probability (% )/(};/) under the assumption of uniform 7, needs to béog(K) to guarantee the protocol performance.

packet distribution. Hence, we have Eq. (19) implies that there are unlikely more than 2 packets

1 it R o< M arriving on any node at any instance of time. We conclude
R D e “ (15) that as long as the buffer size is equal to or larger than 2,

1= () /() i Ri > M;, the probability that a relay node transmits linearly depemd

where D; and M; are derived in (13) and (14), respectively.C_Oded packets is low. Therefore, E-NCP requires relay buffe

We computeR; later in this section. size slightly larger than 1.

Note, when the expected number of packifs at a relay hWe note'lt.haththe E\bove analysis spplled tokE—RP as well:
node is smaller tham, the destination can obtaik/; fraction the probability that there are more than 2 packets arriving a

of a packet at most. Therefore, we have the expected numBélelay node is very low for E-RP. However, there is one fun-

of packetsS; that the destination can obtain from a relay nodéi_amental differgnce between them. As discussed in Sec. V-A,
each node receive3(log K) (pseudo) source packets. To hold

S; = min(M;, 1) - Pr(R;, M;, D;). (16) all of them in E-RP, the relay buffer size needs to be at

Pr(Ri, Mi; Dz) = {



=
N
o

leastO(log K). On the other hand, in E-NCP, the®¢log K)
pseudo source packets can be encoded into one coded packet
such that E-NCP requires buffer size close to 1.

Finally, we give a simple analytical lower bound of the
transmission delay for E-RP. It is easy to see that the egpect
number of packets on a node is upper-bounded by buffer sizes.
Hence, we replacé/; in (14) by

=
o
o

o]
o

--- NCER
—=—E-NCP - 105
—=—E-NCP - 104 |

15 20 25 30 35
Maximal spray counter

NS
o o

o

Average relay transmissions
[o2]
S

ol
=
o

M; = min{D;L/N, B}. (20) @
All other computations are identical with the analysis oRE- 300 —m E-RP
under abundant buffers as described in Sec. VI-A2. ---ana. E-RP
250f | —=—sim. E-NCP - 100
B ---ana. E-NCP - 10Q
VIl. PERFORMANCEEVALUATION @ . sim. E-NCP - 105
2 200t 5" ana. E-NCP - 105 {
In this section, we demonstrate the advantage of E-NCP 2 --- sim. NCER
and validate our theoretical analysis by experiments. We ha € 150}
developed a discrete-event simulator with the impleméantat §
of network coding, the original epidemic routing based pro- 100!
tocols, and our efficient protocols. To mitigate randomriass
simulations, we show, for each data point in all figures, the a 50 ‘ : ‘ ‘ ‘ ‘
. . . 5 10 15 20 25 30 35
erage and the 95% confidence intervals from 100 independent Maximal spray counter
experiments. We set the node inter-meeting rat® 0.005 (b)

and the number of packet& to 100 in most experiments
unless explicitly pointed out. We use GF] as the Galois
fields where network coding is operated in all simulations.

Fig. 3. (a) Average number of transmissions by a relay node vsinma&
spray counter. (b) Data transmission delay vs. maximal spraptea

A. Advantages of E-NCP Finally, we remark on the difference between E-NCP with
Fig. 3 shows the average number of relay transmission85 and 100 pseudo source packets. We observe that although
and the transmission delay as functions of the maximal sprdge amount of transmissions in the former case is only 5%
counter. We set the maximal spray counters for all sourtsrger than the latter case, the transmission delay of timegio
packets to be identical and vary the value from 1 to 3@ase is much shorter, if the maximal spray counters are esmall
Furthermore, we set the number of source packets to 100, then 10. This implies that it is more desirable to transmit
number of relay nodes to 200, the number of pseudo soutghtly more pseudo source packets.
packets to 100 or 105, and the maximal relay buffer size to .
100. To serve as comparison with E-NCP, we also show tRe Impact of Relay Buffer Sizes
simulation result of NCER. The analytical result of NCER Next, we investigate the impact of the relay buffer size on
[22] is omitted since it is not the focus of this paper. the data transmission delay of E-NCP and E-RP. We set the
As expected, Fig. 3(a) shows that the amount of relayaximal spray counter to 25 while varying the relay buffer
transmissions increases linearly as the maximal sprayteoursize from 1 to 20. We further set the number of pseudo
increases, matching perfectly with the analytical result @ource packets to 105 in E-NCP. All the other settings are
Eq. (3), which is omitted in the figure for clarity. Morethe same as the previous experiments. Fig. 4 shows that as
importantly, for the range of spray counters under consaidellong as the relay buffer size is larger than 1, the performanc
tion, E-NCP significantly reduces the amount of transmissioof E-NCP is almost the same as NCER. This confirms our
and achieves near optimal performance, as compared wathalysis in Sec. VI-B that the relay buffer sizes can be very
NCER. From Fig. 3(b), we observe that the data transmissismall for E-NCP. On the other hand, the transmission delay
delay decreases significantly when the maximal spray countd E-RP increases dramatically when the relay buffer size is
increases. Furthermore, E-NCP approaches the performagseeller than 10 as shown by both the simulation result and
of NCER, when the maximal spray counter is close to thttie analytical lower bound.
logarithm of the total number of data packets. This obsermat ]
agrees with Theorem 1. C. Optimal Spray Counters
We further observe that our analysis is close to the simula-In E-NCP, the source transmits packets at different times.
tions in Fig. 3(b). Moreover, both simulations and analysistuitively, the packets transmitted later will benefitrimanore
show the significant advantage of E-NCP over E-RP. Thisplications, since the destination has less opportuaitptain
is because the probability that the destination increalses them. In this section, we quantitatively study this efferding
rank of its decoding matrix in E-NCP is much higher than thiéhe optimization formulation (12). We set the number of ltota
probability that the destination obtains a new packet inFE-Rsource packet& to 100, the number of pseudo source packets
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g 600! —=—E-NCP [1]
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Fig. 4. Packet transmission delay under different sizes laf/rbuffers.
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Fig. 5. (a) The optimal maximal spray counters when the averagénmi

spray counter is 10. (b) The data transmission delay undémapmaximal
spray counters vs. the data transmission delay under i@émtiaximal spray [11]
counters.

(12]

K’ to 100, and the average maximal spray courtérom 10
to 30. Then the sum of all maximal spray countergis, = 13!
L - K. Furthermore, we set the initial search point for the
optimization problem (12) td; = L, for j=1,..., K. [14]

Fig. 5(a) shows the optimal maximal spray counters solved
by (12), when the average maximal spray courdtés 10. As [15]
expected, the packets transmitted later are assigned vaite m
copies. However, Fig. 5(b) shows that the improvementsef tHe!
optimal maximal spray counters over identical maximal gpra
counters is marginal (less than 10%). Therefore, in practidl’]
it may be preferable to use identical maximal spray counters
to simplify protocol setup. In this regard, our analysistieg [18]
to (12) provides design guidelines for the tradeoff between
performance and the ease of implementation.

(19]

VIII. CONCLUSION [20]

In this paper, we demonstrate the analogy between DT[§\1]
routing and erasure codes. Based on this insight, we explore
the information-theoretical optimal scaling of data trais
sions, and propose an efficient network coding based prbto[:zg]
that significantly decreases the amount of resource used[2is]
transmitting a batch of data packets, while only increasing
the data transmission delay slightly. We evaluate the mego [24]
E-NCP protocol with extensive analysis and simulation. Our
theoretical analysis results yield further insights irtte dif-
ference between coding based and replication based pfs,toc%sl
and provide guidelines in tuning protocol parameters taitatt
the best tradeoff to accommodate a diverse set of applicatio
requirements.

REFERENCES

A. Vahdat and D. Becker, “Epidemic Routing for PartialBennected
Ad Hoc Networks,” Duke University, Tech. Rep. CS-2000060@0

A. Lindgren, A. Doria, and O. Schelen, “Probabilistic Rmg in
Intermittently Connected Networks,” ifroc. of ACM MOBICOMZ2003.
Z. J. Haas and T. Small, “A New Networking Model for Biologi
Applications of Ad Hoc Sensor NetworkdEEE/ACM Transactions on
Networking vol. 14, no. 1, pp. 27-40, February 2006.

T. Small and Z. J. Haas, “Resource and Performance TraslgpbBelay-
Tolerant Wireless Networks,” iRroc. of ACM SIGCOMM Workshop on
Delay Tolerant Networking and Related Topics (WD,TR)05.

T. Spyropoulos, K. Psounis, and C. Raghavendra, “EfficRouting in
Intermittently Connected Mobile Networks: The Multi-copyas®,” to
appear in IEEE/ACM Transaction on Networkirng007.

R. Ahlswede, N. Cai, S. R. Li, and R. W. Yeung, “Network dnfnation
Flow,” IEEE Transactions on Information Thegryol. 46, no. 4, pp.
1204-1216, July 2000.

T. Ho, R. Koetter, M. Medard, D. R. Karger, and M. EffrosTHe
Benefits of Coding over Routing in a Randomized Setting,Pioc.
of IEEE International Symposium on Information Thed903.

S. Jain, K. Fall, and R. Patra, “Routing in a Delay Tolaraletwork,”
in Proc. of ACM SIGCOMM2004.

J. Burgess, B. Gallagher, D. Jensen, and B. N. Levine, X®tap:
Routing for Vehicle-Based Disruption-Tolerant Netwotkis, Prof. of
IEEE INFOCOM 2006.

W. Zhao, M. Ammar, and E. Zegura, “A Message Ferrying Apgto
for Data Delivery in Sparse Mobile Ad Hoc Networks,” froc. of ACM
MOBIHOC, 2004.

Y. Wang, S. Jain, M. M. tonosi, and K. Fall, “Erasure-Guayl Based
Routing for Opportunistic Networks,” irProc. of ACM SIGCOMM
WDTN 2005.

S. Jain, M. Demmer, R. Patra, and K. Fall, “Using RedungiancCope
with Failures in a Delay Tolerant Network,” ifroc. of ACM SIGCOMM
Philadelphia, Pennsylvania, USA, 2005.

S. Katti, H. Rahul, W. Hu, D. Katabi, M. Medard, and J. @uoft,
“XORs in The Air: Practical Wireless Network Coding,” iRroc. of
ACM SIGCOMM 2006.

S. Deb, M. Medard, and C. Choute, “Algebraic Gossip: A Network
Coding Approach to Optimal Multiple Rumor MongeringZ2EE Trans-
actions on Information Theoryol. 52, no. 6, pp. 2486—2507, June 2006.
C. Fragouli, J. Widmer, and J.-Y. L. Boudec, “On the Betsefdf
Network Coding for Wireless Applications,” iNetCod 2006.

J. Widmer and J.-Y. L. Boudec, “Network Coding for EffinteCommu-
nication in Extreme Networks,” ifProc. of ACM SIGCOMM Workshop
on Delay Tolerant Networking and Related Topics (WDT2005.

X. Zhang, G. Neglia, J. Kurose, and D. Towsley, “On thenBfgs of
Random Linear Coding for Unicast Applications in Disruptidolerant
Networks,” in NetCod 2006.

Y. Lin, B. Li, and B. Liang, “Efficient Network Coded
Data  Transmissions in Disruption  Tolerant ~ Networks,”
http:/fiqua.ece.toronto.edu/papers/efficientnetquife. ECE, University
of Toronto, Tech. Rep., January 2008.

R. Groenevelt, P. Nain, and G. Koole, “Message Delay iobNe Ad
Hoc Networks,” inPerformance October 2005.

A. Chaintreau, P. Hui, J. Crowcroft, C. Diot, R. Gassdah Scott,
“Impact of Human Mobility on the Design of Opportunistic Fomaang
Algorithms,” in Proc. of IEEE INFOCOM Barcelona, Spain, 2006.

T. Karagiannis, J.-Y. L. Boudec, and M. Vojnovic, “Powkaw and
Exponential Decay of Inter Contact Times Between Mobile Desj’
in Proc. of ACM MOBICOM 2007.

Y. Lin, B. Liang, and B. Li, “Performance Modeling of Netwk Coding
in Epidemic Routing,” inProc. of ACM MobiOpp2007.

A. G. Dimakis, V. Prabhakaran, and K. Ramchandran, “Deeéined
Erasure Codes for Distributed Networked StoradBEE Transactions
on Information Theoryvol. 52, no. 6, pp. 2809-2816, June 2006.

P. Kontkanen and P. Myllymaki, “Computing the Regret Ealfbr
Multinomial Data,” Helsinki Institute for Information Tecbiogy, Tech.
Rep., 2005.

M. Mitzenmacher and E. UpfaRrobability and Computing: Random-
ized Algorithms and Probabilistic AnalysisCambridge U. Press, 2005.



