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Abstract—Recently wireless sensor networks featuring direct
sink access have been studied as an efficient architecture to
gather and process data for numerous applications. In this paper,
we focus on the joint effect of clustering and data correlation
on the performance of such networks. More specifically, we
propose a novel Cluster-based Data Collection scheme for sensor
networks with Direct Sink Access (CDC-DSA), and provide an
analytical framework to evaluate its performance in terms of
energy consumption, latency, and robustness. In our scheme, CHs
use a low-overhead and simple medium access control (MAC)
conceptually similar to ALOHA to contend for the reachback
channel to the data sink. Since in our model data is collected
periodically, the packet arrival is not modeled by a continuous
random process and, therefore, we base our framework on a
transient analysis rather than a steady state analysis. Using
random geometry tools, we study how the optimal average
cluster size and energy savings, under the proposed MAC,
vary according to the level of data correlation in the network.
Extensive simulations for various protocol parameters show that
our analysis is fairly accurate for a wide range of parameters.
Our results suggest that despite the tradeoff between energy
consumption and latency, both of which can be substantially
reduced by a proper clustering design.

Index Terms—Wireless sensor networks, adaptive clustering,
data collection latency, energy efficient communication, data
correlation.

I. INTRODUCTION

Inspired by ever-growing interesting sensor applications,
numerous architectures have been proposed and extensively
investigated for large scale energy-limited Wireless Sensor
Networks (WSNs) [1][2][3] [4][5][6][7]. In this paper, we are
interested in the following scenarios:

• A network that measures the current chemical or nuclear
levels, or environmental parameters in a deserted area or
an ocean, and reports the measured data to a mobile node
that can be an airplane, a helicopter, or an LEO satellite.

• A network that upon the request by the data sink, e.g., an
airplane, becomes active to determine whether an intruder
or a set of intruders, e.g., animals, are entering or leaving
a given monitored area.

• A network in a battle-field that collects the enemy-
related data and reports it to a flying airplane. Note
that in a battle-field sensors may not be allowed to
constantly communicate with each other for security
purposes. Therefore, it is very important that they start
communication only when it is required. Clearly, data
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Fig. 1. Architecture of a typical network generated by CDC-DSA.

collection and forwarding should be performed with the
least possible delay.

The above scenarios show that there are practical situations
where propagation channels are likely line-of-sight, and hence,
direct communication between sensors and the sink is possible
over long distances [8][9][10]. This property allows us to avoid
much of the overhead associated with medium access control
and routing [10]. In other words, direct sink access signifi-
cantly reduces the complexity of creating and maintaining a
backbone to forward data towards the data sink.

Closely related to the architecture considered in this paper,
the authors of [11] have proposed sensor networks with
mobile access points (SENMA) in which mobile sinks can
be manned/unmanned aerial or ground vehicles with power
generators1. Mobile sinks, and generally, data sinks, in con-
trast to ordinary sensors, are powerful hardware units with
sophisticated transceivers. For instance, they may have multi
packet reception capability (MPR) [12]. When required by
the application or periodically, mobile sinks visit the network
to gather data or perform network maintenance. It has been
shown that the simple topology of SENMA leads to signif-
icant energy savings, and improves the scalability of sensor
networks [11][10].

Sink mobility in many scenarios allows direct commu-
nication between sensors and the sink, opening up many
interesting problems in MAC [13][8][10]. The past literature,
however, has rarely focused on the effect of clustering in
SENMA and sensor networks with direct sink access [9].
In this paper, we propose and analyze a cluster-based data
collection scheme for sensor networks with direct sink access
(CDC-DSA) whereby stationary sensors directly communicate

1For the rest of the paper, the terms sink and access point are used
interchangeably.
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with clusterheads (CHs), and therefore, form one-hop clusters.
CDC-DSA generates clusters periodically in a random manner
using any general clustering algorithm, for example the one
used in [3]. In each sink-initiated round of data collection,
CHs based on TDMA receive data samples from their cluster-
members, and after data aggregation, they contend to access
the reachback channel to transmit the aggregated data to the
data sink. Fig. 1 shows one snapshot of a WSN using CDC-
DSA.

Thanks to the simple topology generated by CDC-DSA,
CHs can use a simple MAC similar to ALOHA, to contend
for the reachback channel. The key point in our model is
that CHs have only one packet (possibly with a different size
compared to the size of raw packets generated by sensors)
and after a successful transmission, they will go to the sleep
mode until the next round of data collection. Therefore, the
number of contending CHs decreases with time, implying that
our MAC must focus on transient analysis. This is one aspect
of our model which distinguishes our MAC analysis from other
classical ones. CDC-DSA tunes the probability of transmission
in each time slot in order to best take advantage of the
MPR capability of the sink, and minimize the latency of data
collection. We show that the optimal transmission probabilities
can be obtained by a dynamic programming approach, and
propose a simpler alternative solution. We further prove that
the alternative solution is asymptotically optimal, and show
that even for small networks the alternate approach performs
almost optimally. In addition, we study the robustness of CDC-
DSA when only partial information is known to the protocol.

In our framework, we adopt a general correlation model
[14] in order to investigate the effect of correlation on both
the energy consumption and data collection latency. We show
that in typical scenarios, even for low correlation levels,
substantial energy savings can be achieved. Furthermore, we
study the effect of various system parameters on the optimal
CH probability, or equivalently the optimal average cluster
size, minimizing energy consumption.

In contrast to previous works on clustering algorithms,
which assume a contention and error free MAC and/or do not
consider a general correlation model [15][16][5], our cross-
layer adaptive approach takes into account the effects of
MAC and correlation on the clustering performance. To the
best of our knowledge, this is the first work in the area of
WSN’s with direct sink access that analytically investigates
the performance of cluster-based data collection under realistic
MAC assumptions and correlation models. It is important to
note that our results in this paper do not necessarily require
the mobility of the data sink, and hold as long as sensors can
directly communicate with the data sink.

The rest of this paper is organized as follows. In Section
II, we describe the related work in detail. In Section III, we
explain the underlying reachback channel characteristics and
the correlation model. Details about our network architecture
and protocol are provided in Section IV. In Section V, we
provide our analytical framework to evaluate the performance
of the proposed protocol. We then present our numerical and
simulation results in Section VI. Finally, we conclude the
paper in Section VII.

II. RELATED WORK

Perhaps the most immediate sample of WSN’s with direct
sink access is a WSN with a mobile data sink. The idea
of introducing mobile nodes has been mainly inspired by
the fact that node’s mobility saves energy by allowing short-
hop communication instead of long multi-hop communica-
tion [17][18][19][11]. On the other hand, some researchers
have proposed to exploit the node’s purposeful mobility to
ensure sufficient coverage [20]. Two main categories have
been developed for the research on mobile sinks. In the first
category, the mobile sink still uses multi-hop routes to access
sensors’ data. Moreover, the coverage area of the mobile sink
is comparable with the one for ordinary sensors, i.e., they
are short range devices [18][19][21]. For instance, in [19],
data mules are introduced that have large storage capacities
and renewable power. However, they act only as relays and
take the collected data to the stationary sinks. In [21], the
optimal movement of the sink and its sojourn time at different
points in a non-clustered network are studied to maximize
the network lifetime. In [4], SEAD is proposed in which
mobile sinks communicate with sensors using a dissemination
tree. Although it is shown that SEAD outperforms directed
diffusion [22] and TTDD [18] in terms of energy conservation,
it does not consider the effect of MAC nor clustering on the
system performance.

The second category of the research on mobile sinks
(usually termed as SENMA) assumes that mobile sinks have
a complete or nearly complete coverage over the network,
and direct communication between sensors and the sink is
possible [11][8][23]. Since the network model in this paper
assumes direct sink access, it is similar to the network model
in the second category. However, our network model does
not necessarily require the mobility of the data sink. Within
the second category, various issues have been investigated
including QoS information retrieval [13], source reconstruction
[24], multiple mobile access points [10], and the capacity of
cooperative sensor networks [25][10]. While these problems
may seem rather different, all of them are mainly related to
MAC. Although many MAC protocols have been proposed
for conventional flat and clustered ad hoc sensor networks
[26][27][2], they may not be suitable for our direct sink access
scenario. While in traditional communication networks packet
arrival forms a continuous random process, it is not the case in
our network setup. In fact, if a sensor is functioning properly,
it may have only one packet to transmit when the sink visits
the network [13]. This fact along with the energy efficiency
motivates designing new MAC protocols.

In [8], nodes use opportunistic ALOHA (O-ALOHA) to
access the channel in a non-clustered architecture. In our work,
we assume a much simpler MAC to show how clustering
enhances the network performance. In [13], a different scheme
is proposed where the mobile sink in each time slot notifies a
group of nodes to transmit in the next timeslot. Although this
scheme achieves high throughput, it requires that most nodes
listen to the channel most of the time. In addition, [13] does
not consider the effect of clustering nor data aggregation. In
our scheme, each node contends for the channel independently
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of the other nodes and without direct scheduling by the
data sink. In [23], the authors propose a retransmission algo-
rithm that uses a Synchronized, Shared Contention Window
(SSCW). SSCW is used to schedule transmissions within a
cluster. Their work, in contrast to ours, does not focus on data
correlation or the sensors clustering.

On the other hand, many clustering protocols have been
proposed for wireless sensor networks [3][15][28] [5]. Specif-
ically in [15], hierarchical clustering is proposed, and the
optimal clustering parameters are obtained to minimize the
total energy consumption. In more recent works, the authors
of [16] and [14] have studied the effect of correlation on
clustering. However, they assume that the underlying MAC is
contention and error free. Hybrid Energy Efficient Distributed
clustering algorithm (HEED) has been proposed in [5]. HEED
is a hybrid algorithm, i.e., CHs are randomly selected based
on their residual energy level, and nodes join clusters such
that a cost function is minimized. The cost function is defined
based on the number of power levels that a node can use to
reach its CH. Topology Adaptive Spatial Clustering (TASC)
is proposed in [29]. TASC allows uniform sampling within
clusters, and therefore, better utilization of data correlation.
TASC, however, focuses on extracting topological regularities.
Clustered AGgregation (CAG) is proposed in [30]. In CAG
only one sample per cluster is transmitted up to the aggregation
tree. The study of CAG is based on a simple correlation model
and single-hop analysis, and does not focus on the clustering
aspect of our problem. Theoretical aspects of correlated data
gathering has been studied in [31]. It is shown that the
optimal clustering becomes NP-complete even in simple cases.
Similarly, the authors of [32] have studied lossy gathering of
correlated data.

In terms of architecture, the work in [9] is perhaps the
nearest research to ours in this paper. More specifically,
the authors of [9] consider a heterogenous sensor network
with an aircraft acting as the data sink, and CHs having
different hardware-energy characteristics than the ordinary
sensors. They provide analytical results to determine the
optimal densities for ordinary sensors and CHs minimizing
the overall cost of network implementation while assuring a
certain network lifetime and network connectivity. However,
they assume an ideal MAC, and assume that all data in a
cluster can be compressed into one packet, and therefore, they
consider a very simple correlation model.

In this work, using the same algorithm as in [15] to generate
clusters, we consider a cross-layer approach whereby we are
able to consider the effect of MAC on clustering performance
in the direct sink access scenario. In addition, we consider a
general correlation model [14] to study how correlation affects
the optimal cluster sizes and the system performance in terms
of latency and energy consumption. We base our design on
simplicity to ensure that our protocol requires very limited
information about the network status.

III. REACHBACK CHANNEL CHARACTERISTICS AND

AGGREGATION MODEL

Before describing the details of our network architecture and
protocol, we first explain our assumptions for the reachback

channel, and describe our data aggregation model.

A. Reachback Channel Model

We assume that the data sink has multi-packet reception
(MPR) capability and assume that time is slotted. In [12], a
general model for channels with MPR capability is developed,
which we assume in this paper. In particular, we assume
that the following stochastic matrix R summarizes the MPR
property:

R =

⎛
⎜⎝

r10 r11 0 0 . . .
r20 r21 r22 0 . . .
...

...
...

...
. . .

⎞
⎟⎠ , (1)

where rnk is the probability of k successful receptions when
n packets are transmitted in one timeslot.

To determine the entries of R, we need to consider the phys-
ical layer specifications. We emphasize that our protocol and
analysis do not depend on the details of how R is obtained. In
general, R can be considered as an abstraction of many system
parameters such as transmitter-receiver distance distribution,
modulation scheme, and channel fading characteristics. For
the purpose of illustration, we use the same method taken in
[33] to obtain rnk’s and assume that CDMA is used to access
the channel.

Let S and σ2 denote the spreading gain and the power
of additive white Gaussian noise, respectively. Assuming that
each packet consists of Nb bits and up to t errors in a packet
can be corrected by a block error control code, rnk is given
by [33]

rnk = B(k, n,

t∑
j=0

B(j,Nb, Q
(√

3S

n − 1 + 3Sσ2

)
)), (2)

where B(·, ·, ·) denotes the binomial pmf and Q(·) is the
complementary error function [34].

Although (2) assigns a positive probability for rnk’s for
all k ≤ n, in practice only a limited number of packets can
be processed and received correctly in a given timeslot and
thus, k is uniformly upper bounded for all values of n due to
hardware capacity constraint.

B. Aggregation Model

Let X = (x1, . . . , xn) be the vector of n samples of the
measured random field returned by n sensors within a cluster.
Let X̂ be a representation of X, and d(X̂,X) be a distortion
measure. It has been shown that the minimum number of
bits required to represent X subject to a bound on the total
distortion, i.e., when E(d(X̂,X)) ≤ D, can be computed by
the following formula [35]

R(D) = min
f(X̂|X):E(d(X,X̂))≤D

I(X, X̂), (3)

where I(X, X̂) is the mutual information between X and X̂.
When the distortion measure is Mean Square Error (MSE), i.e.,
when d(X, X̂) = ‖X − X̂‖2, a Gaussian source is the worst
case and needs the most number of bits to be represented
compared with other types of sources [36]. Therefore, for the
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Fig. 2. Compression factor for λ0 = 6.25 m−2.

purpose of illustration, we consider the case where X is a
multivariate Gaussian random vector, i.e., X ∼ N (0,Σ), and
assume Σii = σ2 = 1. Here Σ is the correlation matrix, and
as an example, we consider the case where the correlation falls
as a Gaussian function that can be converted to f(pi, pj) =
W ‖pi−pj‖2

, where W < 1, pi and pj are two points in the 2D
plane, and ‖pi − pj‖ is their Euclidean distance. Thus, W is
a quantitative measure for the amount of correlation between
spatial samples. We also assume that the total distortion is
given by D = nD0, where D0 is the average distortion per
sample.

It can be shown that, given a constraint on the total amount
of distortion

E(‖X − X̂‖2) ≤ D = nD0,

the minimum number of bits required to represent a Gaussian
source, X in our case, is [37]

R(D) =
N∑

n=1

1
2

log
λn

Dn
, (4)

where λ1 ≥ λ2... ≥ λN are the ordered eigenvalues of the
correlation matrix Σ, and Dn’s are chosen such that

N∑
n=1

Dn = D, Dn =
{

θ, if θ < λn

λn, otherwise.

Our analysis in the following sections requires the amount
of compression as a function of the number of available
samples in a cluster. When data is not compressed, each
sensor needs 0.5 log D−1

0 bits to encode its data for an MSE
of D0 [37]. Therefore, the compression factor is given by

R(D)

n0.5 log D−1
0

. Although it is possible to derive some asymptotic

results for R(D) in a random topology [36], these asymptotic
results are not sufficient for our purposes. Thus, we have used
the Monte Carlo method whose input is the random node
locations subject to node density λ. For a given number of
nodes n, we randomly distribute nodes in an area A =

(
n
λ

)
.

We derive the number of bits according to (4) and find the
mean value of R(D) over different realizations.

Let Rf (n,W ) be the average compression factor obtained

by dividing the average value of R(D), using the above
method, by n0.5 log D−1

0 . In Fig. 2, we have shown Rf (n,W )
for D0 = 0.01 and different values of W . Note that the curves
are obtained for a specific node density λ0 = 6.25 m−2. A
simple calculation shows that a correlation factor of W ′ for a
new node density λ1 will lead to the same compression per-

formance if W ′ = W
λ1
λ0 . Note that the special case of W = 1

represents the case where an ideal aggregation is possible, i.e.,
an arbitrary number of packets can be compressed down into
one packet [3][15][14]. Examples of such aggregation include
finding the maximum, minimum, or average of the collected
information. In this work, we consider general values of W .

IV. NETWORK ARCHITECTURE AND PROTOCOL

DESCRIPTION

We assume that Nt sensors are randomly deployed over a
remote area A , e.g. a desert or a forest, and sensors period-
ically sense the environmental parameters , e.g. temperature,
and record the sensed data. For the simplicity of discussion,
we assume that the area A is circular with radius R. As
mentioned earlier, the mobility of the data sink is not required
for our results to hold. However, in the rest of this paper, to
describe our protocol, we assume a mobile data sink. Hence,
we assume that the data sink, e.g., an airplane flying at height
H , periodically visits the network and initiates one round of
data collection to gather the sensed data.

A. Cluster Formation

When the data sink visits the network, it broadcasts a
beacon packet which initiates data communication, and if
required cluster formation. In this paper, we assume that
sensors adjust their power and directly communicate with
the CHs in one hop [3][23]. Although multihop clusters are
a natural extension for regular sensor networks, multihop
clustering may be against the purpose of sensor networks with
direct sink access. This is because multihop clusters require
sensors to perform many network control operations, and one
main reason to introduce direct sensor-sink communication
is to shift the expensive task of routing, maintaining routing
tables, and network control towards data sinks [8][10]. Our
proposal that allows direct communication between sensors
and CHs adds minimal complexity to the network architec-
ture. In addition, multihop clustering increases the latency of
data collection and complicates the MAC design. One other
disadvantage of multihop clustering is that in the physical layer
synchronization becomes difficult [10].

In CDC-DSA, cluster formation is triggered by the data
sink. To ensure that the load of being a CH is rotated among all
nodes, cluster formation is performed every multiple rounds of
data collection. To construct clusters, each node selects itself
as a CH with a fixed probability pc. In the following sections,
we show how this probability affects the protocol performance.
If a node becomes a CH, it broadcasts an advertisement
packet (ADV), using a randomized medium access scheme, to
announce its status as well as the unique PN code that should
be used by all of its cluster-members for data communication.
Based on the received signal strength of ADV packets, each
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node approximates its distance to the nearby CHs and joins
the cluster of the nearest CH.

B. Intra-Cluster Communication

After reception of the beacon from the data sink, commu-
nication starts in the clusters. We assume that, as a part of
cluster formation, CHs become aware of their own cluster
membership. Each CH then uses this information to setup and
broadcast a TDMA schedule for its cluster. To avoid inter-
cluster interference, sensors within a cluster use the same PN
code broadcasted by their CH. To become synchronized, nodes
use the beacon broadcasted by the data sink.

Using TDMA for intra-cluster communication is mainly
motivated by considering the following facts. First, since every
sensor has exactly one fixed-length packet to send in each
round, using a deterministic schedule does not waste band-
width and at the same time prevents collisions, and therefore,
can be more efficient than a random access scheme. Second,
note that according to our protocol, cluster formation is
performed every multiple rounds of data collection. Therefore,
the same TDMA schedule is maintained for several rounds of
data collection, and the cost and delay of cluster formation
and TDMA schedule set-up will be negligible compared to
those for actual data communication. Finally, note that even
if a random access scheme, e.g. modified ALOHA, is used,
the intra-cluster delay most likely will be proportional to the
size of a cluster, and hence our subsequent analysis and results
based on TDMA still provide proper design guidelines.

When all data is received by a CH, it performs data
aggregation and contends for the reachback channel to forward
the data up to the data sink. In CDC-DSA, CHs use CDMA to
communicate with the data sink via the MPR physical interface
of the data sink. Since the number of nodes in a cluster is
a random variable, the aggregated data by a CH may have
a variable size (except for the case of W = 1). From a
practical point of view, since sensors are aimed to be very
simple and cheap devices, they may not be able to generate
packets with variable sizes or at most they can choose between
a few different modes. Moreover, having variable packet sizes
complicates the MAC design. Thus, in this paper we assume
that the network designer chooses a proper packet size for the
aggregated data based on the correlation level between data
samples and the average cluster size.

The above discussion suggests that in CDC-DSA the size
of a data packet is determined by the type of communication.
If the involved communication is within a cluster, then the
corresponding packet has the size of a regular data packet,
whereas if the communication is between a CH and the
data sink, then the packet has the predetermined size needed
to accommodate the aggregated data (later given by (8)).
Likewise, the length of a timeslot is determined by its nature
of communication.

C. Reachback Medium Access

We assume random access for the reachback channel.
Random access scales better than TDMA with the network
size, and does not require a centralized scheduler [8][24][23].

TDMA and centralized scheduling would need the knowledge
of all CHs’ IDs, which can greatly increase the protocol
overhead. In addition, the optimal usage of the MPR capability
of the sink necessitates concurrent transmissions that could be
received with error with a non-negligible probability. Thus,
using a fixed transmission schedule as in TDMA would not
work efficiently here. Moreover, the performance of TDMA
or direct scheduling is more vulnerable to node failures that
might happen due to sensor energy shortage. Finally, time
synchronization, which is hard to maintain in sensor networks
spread over a large area, can significantly affect TDMA
performance.

Our random MAC scheme is slightly different from other
conventional models, e.g., ALOHA. While in conventional
models, traffic arrival is a continuous random process, in our
scenario every CH has one packet to transmit, and after this
packet is received correctly, the CH does not have any other
packets to send until the next round of data collection. This
assumption implies that the arrival process can not be modeled
by a stochastic Poisson process anymore. Therefore, rather
than focusing on steady state analysis, we have to focus on
transient analysis.

In CDC-DSA, after a CH finishes data collection, it trans-
mits the aggregated data with probability pn to the data sink,
where n represents the number of contending CHs in the
current timeslot. If this packet is not received correctly, then
the CH retransmits the packet with a new probability in the
next timeslot depending on the updated number of contending
CHs. To utilize the MPR channel capability, we choose the
optimal probability of transmission, pn, to be such that the
data collection latency is minimized. Details of how to choose
pn is provided in the next section.

We mentioned earlier that the cluster formation is triggered
by the data sink. Therefore, in the ideal scenario, the data
sink has the status of all CHs, e.g. by receiving ADV packets
broadcasted by each CH. This mechanism gives the necessary
information about the number of CHs. Then, based on the
correctly demodulated data, the data sink can update the
number of remaining CHs. This updated number should be
fed back to the CHs and is used as n by CHs to find the
corresponding pn. As well as the updated information, the
feedback also contains the acknowledgements of correctly
received packets.

In practice, the exact number of CHs may not be available.
However, as shown in Subsection V-C, the protocol still works
if only a fixed rough estimation, e.g. the expected value, of
total number of CHs is known a priori. The same is true
if a randomly corrupted version of the number is known to
the data sink. Both cases reflect the most practical situations,
and substantially reduce the MAC complexity. Specifically,
the later models the case where non-accurate information is
provided by the clustering process.

V. PROTOCOL ANALYSIS

In this section, we provide an analytical framework to gain
insights into the performance of CDC-DSA. We use standard
Markov chain analysis to study the packet reception by the
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data sink. We show that the optimal pn’s can be obtained
via dynamic programming and further propose an alternate
solution for pn’s leading to almost the same latency obtained
by the optimal pn’s. In addition, we discuss how inaccurate
information increases the average latency, and finally, using
random geometry tools, we obtain an expression for energy
consumption and an approximate upper bound for the data
collection latency in the presence of arbitrary correlation
levels.

A. Markov Chain Analysis

If clusters are of equal size, then they ideally finish their
TDMA schedule at the same time and try to contend for the
channel at the same next timeslot. This means that the number
of remaining CHs, whose packets are not received by the data
sink, is equal to the number of contending CHs. In a practical
situation, because clusters are formed randomly, they have
different sizes. Consequently, their corresponding CHs finish
their TDMA schedule and start to contend for the channel at
different timeslots. As a result, the number of remaining CHs,
which is the available information based on which CHs choose
pn, is not necessarily equal to the number of contending CHs
in a given time slot. However, as the data collection from
CHs continues, the number of contending CHs approaches
to the number of remaining CHs. We base our analysis on
equal size clusters. Later in Section VI, we show that our
analysis predicts the total energy consumption very well when
the clusters are formed randomly according to our protocol.

Based on the above assumption, it can be seen that the num-
ber of contending CHs forms a finite discrete Markov chain.
Consider the transition from the state (m) to the state (n) and
let tmn denote the probability of that transition. Conditioned
on i CHs transmitting in the next timeslot, m − n packets
should be received correctly by the data sink to produce such
a transition. Therefore, considering all possibilities, we have

tmn =

⎧⎨
⎩

∑m
i=m−n B(i,m, pm) ri,m−n n ≤ m,m �= 0

0 n > m
1 n,m = 0

.

Clearly, there is one absorbing state, (0), in the Markov
chain. Given that the current state is (m), we can calculate
the mean time to absorbtion, am, and the mean number of
transmissions, um, until absorbtion. Let

a � [a1, . . . , aNt
], u � [u1, . . . , uNt

].

Defining W as the transition matrix of all transient states, we
have [38]

a = (I − W)−11, (5)

where I is the identity matrix and 1 represents a vector with all
entries equal to 1. To compute u, we assume that the current
state of the chain is N . In this case, n packets are transmitted
with probability B(n,N, pn), and the current state will transit
to the state N−i with probability rni. Considering all possible

values for n, we have

uN =
N∑

n=0

B(n,N, pN )n +
N∑

n=0

n∑
i=0,i �=N

B(n,N, pN )rniuN−i

= NpN +
N∑

K=1

tNKuK .

Summarizing the above equation for all values of N , i.e. all
states, in a vector format, we get

u = v + Wu, u = (I − W)−1v, (6)

where, v = [1p1, . . . , ipi, . . . , NtpNt
] is the vector of the

average number of transmissions for any current state.

The values given by (5) and (6) are conditioned upon the
current state. To find the unconditional expected number of
transmissions E(Tr) and timeslots E(Ts) until absorbtion, we
need to choose a proper size for the packets accommodating
the aggregated data (as discussed in Section IV-B) and find the
initial distribution of the Markov chain. Let Pl be the length
of the aggregated data in a cluster as a function of W and
nc, where nc denotes the number of nodes in the cluster. In
this analysis, we use E(Pl(W,pc)) as the proper packet size.
Since the distribution of the number of nodes in a cluster is
not known, we cannot find a useful closed-form solution for
E(Pl(W,pc)). However, by considering [39], we have

E(nc) = p−1
c , (7)

and can approximate E(Pl(W,pc)) by

E(Pl(W,pc)) � E(nc)Rf (E(nc),W ) =
1
pc

Rf (
1
pc

,W ), (8)

where Rf is the compression factor, and has been defined in
Section III-B.

Assuming that each node selects itself as a CH indepen-
dently of the other nodes, the actual number of CHs in the
network has a binomial distribution and so does the initial
condition of the Markov chain:

P (N0 = n) = B(n,Nt, pc). (9)

Now, we can calculate E(Tr) and E(Ts) by

E[Tr] = B(0, Nt, pc)
u(Nt)

E[Pl(W,pc)]

+
Nt∑

n=1

B(n,Nt, pc)u(n), (10)

E[Ts] = B(0, Nt, pc)
a(Nt)

E[Pl(W,pc)]

+
Nt∑

n=1

B(n,Nt, pc)a(n). (11)

The first terms in the above formulas come from the fact that
if there is no CH in the network, then all nodes send their
data directly to the data sink. In such a case, nodes use the
original packet sizes. Therefore, in (10) and (11) we divide
the first terms by E[Pl(W,pc)] in order to make E(Tr) and
E(Ts) correspond to the case of using a timeslot required to
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transmit a packet with size E[Pl(W,pc)] .

B. Selection of Transmission Probabilities

Our goal in this subsection is to find the optimal trans-
mission probabilities to minimize the delay of data collection
from CHs. To start, note that the absorbing times in (5) can
be written as

an = 1 +
n∑

i=1

tniai. (12)

Using a backward recursion dynamic programming approach
[40], we can find the optimal pn for each value of n by

p∗n = arg min
0≤p≤1

1
1 − tnn

(1 +
n−1∑
i=1

tniai). (13)

Let a∗
n be the corresponding optimal value for an. Although

dynamic programming can be used to find p∗n for different
values of n, it does not provide useful insights into how
the MAC should be designed when n becomes large. In the
following, we approach the problem from a different angle and
derive an alternate solution which leads to almost the same set
of an’s obtained by the solution of dynamic programming.

Let λ∗
n = np∗n, and each possible set of {pn}∞n=1 define a

policy. To gain more insight on the behavior of p∗n as n → ∞,
we define a stationary policy to be a policy ξ with {pξ

n}∞n=1

for which limn→∞ npξ
n = limn→∞ λξ

n = λξ
∞ < ∞. The

existence of λξ
∞ for the policy ξ ensures that the binomial

distribution of the number of transmissions approaches to
a Poisson distribution with rate λξ

∞ (as n → ∞). Let
tni = tn,n−i. Since tmn’s are non-negative and bounded above,
we have

t∞i � lim
n→∞ tni = lim

n→∞ tn,n−i =
∞∑

j=i

e−λξ
∞

(λξ
∞)j

j!
rji. (14)

As mentioned earlier in Subsection III-A, in practice the
maximum number of packets received in one channel access
trial, n0, is finite, and is determined by hardware capacity
constraint. Thus, we can assume that rji = tni = 0, for i > n0.
Let aξ

n, n ≥ 1 be the solution to (12) using ξ, and ρξ be defined
as

ρξ = (
n0∑
i=0

it∞i )−1 = (
∞∑

i=1

e−λξ
∞

(λξ
∞)i

i!
Ci)−1,

where Ci =
∑min(i,n0)

k=1 krik.
Finally, let Ξ be the set containing all stationary policies,

and ρ∗ and λ∗
∞ be defined as

λ∗
∞ = arg max

λ>0

∞∑
i=1

e−λ λi

i!
Ci,

ρ∗ = (max
λ>0

∞∑
i=1

e−λ λi

i!
Ci)−1.

We define a stationary policy ξ∗ to be optimal if there is no
other policy in Ξ which asymptotically outperforms ξ∗. We
have the following proposition.

Proposition 1: Let ξ be a stationary policy. We have

(a) limn→∞
aξ

n

nρξ
= 1.

(b) The optimal stationary policy ξ∗ is the one for which we
have λξ∗

∞ = λ∗
∞ and ρξ∗ = ρ∗.

Proof: Consider a stationary policy ξ with λξ
∞. In the rest

of the proof, to simplify the notation, we drop the dependency
of variables on ξ. Considering (14) and the definition of n0,
and letting as

n to be a shifted version of an by an amount
of τ + 1, i.e., as

n = an+τ+1, in the limit of large τ , we can
rewrite (12) as

âs
n = 1 +

n0∑
i=0

t∞i âs
n−i. (15)

We use the notation âs
n to indicate that the following analysis

holds in the limit of large τ , i.e., when, for n ≥ τ + 1, we
have tni = t∞i , 0 ≤ i ≤ n0.

The equation in (15) is a linear difference equation which
can be solved uniquely given the initial conditions {âs

i}−1
i=−n0

,
and considering the input to be x(n) = u(n), where u(n) is
the step function. Taking the z-transform of both sides of (15)
leads to

Â(z) =
1

1 − z−1
+

n0∑
i=0

t∞i
(
z−iÂ(z) +

i∑
k=1

âs
k−1−iz

−k+1
)
.

Let B(z) = 1 −
∑n0

i=0 t∞i z−i. The above equation can be
simplified to

Â(z) =
1

(1 − z−1)B(z)
+

( ∑n0
i=0 t∞i

∑i
k=1 âs

k−1−iz
−k+1

)
B(z)

.

B(z) can be rewritten as

B(z) =
n0∑
i=0

t∞i (1 − z−i)

= (1 − z−1)
n0∑
i=0

t∞i (
i−1∑
k=0

z−k).

Therefore, we can conclude that B(z) has a first order root
at z = 1. On the other hand, assuming n0 ≥ 1, for all
values of z �= 1 with |z| ≥ 1, we have |

∑n0
i=0 t∞i z−i| <∑n0

i=0 t∞i |z−i| ≤
∑n0

i=0 t∞i = 1. Thus B(z) cannot have any
other root on or outside the unit circle. This ensures that in
âs

n, all terms associated with the other poles except for z = 1
will eventually die out as n → ∞. Finding the residue for the
second order pole at z = 1, we have

Â(z) =
1

(1 − z−1)2(
∑n0

i=0 it∞i )
+ Γ(z),

where Γ(z) is the remaining part of Â(z) containing all the
other poles of Â(z) as well as the first order contribution of
the pole at z = 1. Taking inverse z-transform, we have

âs
n =

n + 1∑n0
i=0 it∞i

u(n + 1) + γ(n), (16)

where | limn→∞ γ(n)| = α < ∞. Since âs
n is just a shifted

version of an in the limit of large τ , (16) implies that when
tni = t∞i , 0 ≤ i ≤ n0, an is asymptotically a linear function
with slope ρξ. In what follows, we show that assuming tni →
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t∞i as n → ∞, 0 ≤ i ≤ n0, is sufficient to prove that an is
indeed an asymptotically-linear function with slope ρξ. First,
note that (14) implies that for any given ε > 0, we can find
nε such that for n > nε, we have

∑n0
i=0 |tni − t∞i | < 2ε. This

allows us to consider two extreme density functions, which
provide lower and upper bounds for an. More specifically, let
tli, 0 ≤ i ≤ n0, be given by

tl0 = t∞0 − 2ε, tli = t∞i , 0 < i < n0 − 1, tln0
= t∞n0

+ 2ε,

and tui , 0 ≤ i ≤ n0, be given by

tu0 = t∞0 + ε, tui = t∞i , 0 < i < n0 − 1, tun0
= t∞n0

− ε.

Let au
i = al

i = ai for nε+1−n0 ≤ i ≤ nε. Furthermore, let al
i

and au
i , i > nε, be the sequences obtained by (12) assuming

the densities given by tli and tui , 0 ≤ i ≤ n0, respectively.
Using these definitions, it is not hard to see that

al
n ≤ an ≤ au

n, n > nε.

Dividing the above by nρξ, and applying the limit analysis for
the two new densities, we obtain∑n0

i=1 it∞i∑n0
i=1 it∞i + 2εn0

≤ lim
n→∞

an

nρξ
≤

∑n0
i=1 it∞i∑n0

i=1 it∞i − εn0
.

Since ε can be chosen arbitrarily small, it follows that

lim
n→∞

an

nρξ
= 1.

Thus, an for a stationary policy is asymptotically a linear
function, proving part (a) of the proposition. Part (b) of the
proposition directly follows from part (a) and the fact that we
are interested in asymptotic optimality.

Proposition 1 motivates us to select pn as

pn = arg max
0≤p≤1

n∑
i=0

i tn,n−i = arg max
0≤p≤1

n∑
i=1

B(i, n, p)Ci, (17)

which for large n becomes

pn =
1
n

arg max
λ>0

∞∑
i=1

e−λ λi

i!
Ci =

λ∗
∞
n

. (18)

Note that if there are multiple solutions to (17), we choose
the smallest solution in order to minimize the average number
of transmissions in each timeslot. If the optimal policy is
such that limn→∞ λ∗

n exists, Proposition 1 determines the
limit. In general, however, the limit may not exist. In that
case, the following proposition states that the optimal policy
asymptotically performs the same as the optimal stationary
policy, and thus, stationary policies are sufficient for asymp-
totic optimality.

Proposition 2: Let a∗
n be the optimal solution to (12).

Consider the optimal stationary policy ξ∗, and let {aξ∗
i }∞i=1

be the solution to (12) using ξ∗. We have

lim
n→∞

a∗
n

aξ∗
n

= 1. (19)

Proof: See the Appendix.
In the sequel, we compare the performance of the two

studied policies, the first one obtained by the dynamic pro-
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gramming approach, and the other from the result of Proposi-
tion 1, which is specified by (17). In Fig. 3, we have shown
the average number of transmissions in each timeslot as a
function of the number of contending CHs for the two policies.
As expected, the average number of transmissions converges
to the predicted asymptotic value, λ∗

∞, as n becomes large.
Interestingly, λ∗

n shows an oscillatory behavior compared
to npn obtained by (17). In addition, for the system with
higher error correcting capability and larger spreading gain,
the convergence rate is slower but λ∗

n converges to a larger
value.

Fig. 4 demonstrates the corresponding time-to-absorbtion
for the optimal policy. On the same figure, we have shown
the ratio of aN ’s obtained by the solution of (13) to the ones
using the solution of (17). From the figure, it is evident that
the two approaches perform almost the same. This figure also
suggests that when the number of CHs is large, the proposed
MAC does not require the exact number of contending CHs,
implying that our protocol is fairly robust. We elaborate on
this topic in the next subsection.
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Fig. 5. MPR delay performance without feedback from the clustering process.

The figure also shows that the delay of collecting packets
from CHs approaches to a linear function as was predicted by
our analysis. One application of this result is that for a given
pc and therefore, a given cluster size, the overall delay scales
linearly with the number of nodes.

C. Robustness of MAC in CDC-DSA

As discussed in the previous section, to minimize the delay
of data collection, the data sink needs to know the total number
of CHs in the network, N0, in order to update the current
number of contending CHs in each timeslot. Here we assume
that the data sink can have only partial information about the
total number of CHs. We consider two cases:

• In one extreme case, the data sink is only aware of the
binomial distribution of N0 with parameters Nt and pc.

• For the other case, we may reasonably assume that the
clustering process will provide some feedback to the data
sink. However, since the clustering is a decentralized
process, the feedback may be a noisy version of N0.

If the first case is assumed, then the data sink can simply
use a fixed estimation of N0 denoted by N̂0. Here, we do not
assume any adaptive mechanism to improve the estimation.
Fig. 5 shows how the delay to collect packets from CHs
increases as the actual N0 deviates from N̂0 for Nt = 1000.
When S = 64 and t = 3, we simply choose N̂0 = E(N0) =
Ntpc. For such a simple estimation, the average delay-increase
values2 are only 9.26% and 8.59% for pc = 0.2 and pc = 0.1.
Note that when N0 is more than E(N0), the delay increases
faster than the case where N0 is less than E(N0). This
observation suggests that overestimation leads to a better delay
performance. This is particularly important for systems with
reduced MPR capability. As an example, for S = 32, t = 2,
and pc = 0.2, using N̂0 = E(N0) = 200 leads to more than
60% increase in the average delay, but we can use the above
observation to keep the average delay-increase less than 20%
by choosing N̂0 = 215.

2The average delay-increase is simply
�

i p(N0 = i)Dinc(i, î), where
Dinc(i, î) is the delay-increase when N0 = i and î is the estimated version
of i.
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Fig. 6 depicts the percentage of the delay-increase for the
second case where the clustering process provides the data sink
with a feedback. We assume that the feedback is corrupted
by a truncated zero-mean Gaussian noise, and hence, the
feedback is also a truncated Gaussian random variable with
mean equal to N0. Fig. 6 depicts the average delay-increase
as a function of the standard deviation to mean ratio. It can
be seen that a larger N0 results in a larger average delay-
increase. Interestingly, if the noise standard deviation is less
than 8% of N0, then the delay-increase is less than 20% for
all cases. However, in practice, the number of clusters is rarely
more than 100 and in such cases, a noise standard deviation
as large as 10% of N0 increases the delay only 10%.

Results of the last two figures indicate that if small increases
of the delay are acceptable, it is not necessary for the protocol
to have access to the exact number of CHs. This implies that
small deviations from pn has little impact on the performance
and consequently our protocol is fairly robust to small errors
in pn.

D. Energy Consumption Analysis

Our goal here is to obtain the expected value of the total
energy consumption, E[U ], needed to gather data within
clusters and transmit data to the data sink.

Let EDP be the energy required to process a bit for
data aggregation purposes and E(N0) = Ntpc represent the
average number of clusters. Since we are interested in the
average energy consumption, in our computations, all fading
components average out except the path loss fading that would
be the only effective component. Therefore, we assume that if
a node wants to transmit a packet to another node at a distance
d, it should consume c0 +c1d

α units of energy [3][5][20][10].
Based on this energy model, let E(Sc0+c1|xi|α) denote the
expected value of the total energy consumed by all cluster-
members to communicate with their CH. In E(Sc0+c1|xi|α),
|xi| is the distance between the ith cluster-member and its CH.
The effect of correlation can be accounted for by considering
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the chosen packet length given by (8). We thus have

E[U ] = Nb

(
E[Pl(W,pc)]E[Tr](c0 + c1H

β)

+ E(N0)E(Sc0+c1|xi|α) + NtEDP

)
, (20)

where H is the height at which the data sink flies over the
network and, α and β show the roll-off factors for the two
types of data communication, i.e., within clusters and from
CHs to the data sink, respectively. We assume that H is
large enough so that the distance between nodes and the data
sink can be approximated by H . In (20), the first term in
braces shows the energy required to communicate with the
data sink. The second term represents within-cluster energy
consumption, and the last one shows the processing energy
expenditure.

To calculate (20), we need to compute E(Sc0+c1|xi|α).
This expectation can be computed using random geometry
theory [39]. Based on our assumptions, nodes are uniformly
distributed over the area A. This point process can be approx-
imated by a Poisson point random process whose density is
λ = Nt

A . If every node can be a CH with probability pc, then
it can be shown that the CH point process is also a Poisson
process with density λ1 = pcλ and the remaining points
constitute another Poisson process with density λ0 = (1−pc)λ
[38].

Furthermore, in our cluster formation, we have assumed that
every node joins the cluster of the nearest CH. Therefore, the
area A is tessellated to a set of Voronoi cells. Let C0 represent
a typical Voronoi cell whose nucleus is located at the origin,
Π0 denote the Poisson point process associated with the non-
CH nodes, and xi be a member of Π0. We define a function
f(xi) as a property of xi, e.g., its distance to the CH, and Sf

as the summation of that property over all cluster-members,
i.e.,

Sf =
∑

xi∈
�

0

f(xi)1{xi ∈ C0},

where 1{.} is the indicator function. We can compute the
expected value of Sf , E(Sf ), as follows [39]

E(Sf ) = λ0

∫
f(x) exp(−λ1π|x|2)dx. (21)

In our case, f(xi) is given by our energy consumption model,
which is c0 +c1|xi|α. For example, when α is 4, plugging this
form of f(xi) into (21) leads to

E(Sc0+c1|xi|α) = λ0

∫
f(x) exp(−λ1π|x|2)dx

� −2πλ0c0

2a0
exp−a0r2

∣∣∣R
0

+ 2πλ0c1

(
−r4

2a0
− r2

a2
0

− 1
a3
0

)
exp−a0r2

∣∣∣R
0

(22)

where a0 = λ1π. The approximation in (22) is due to the fact
that the area A is finite.
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Fig. 7. Energy consumption vs. CH probability (β = 2, R = 1000 m).

E. Latency Analysis

In this work, we obtain an approximate upper bound for the
total latency of data collection. It is clear that the total latency
has two components. The first one is the latency introduced by
the TDMA schedules within clusters. The second component
is the latency introduced by the contention in the reachback
channel. TDMA latency is bounded by the largest cluster size
in the network. We assume a maximum cluster size that is
three standard deviations above the mean. Recall that nc is
the number of nodes in a cluster. For the variance of nc, we
have [39]

σ2
nc

=
λ0

λ1
+ 0.28

λ0

λ1

2

. (23)

On the other hand, for large N0, the latency of the reachback
channel is maximized when all clusters have equal sizes, i.e.,
when all CHs contend for the channel at the same time.
Therefore, E(Ts) is an upper bound for the reachback latency.
Let Lu denote our approximate upper bound for latency.
Considering the TDMA and the reachback latency bounds,
we obtain

Lu = E(nc) + 3σnc
+ E[Pl(W,pc)]E(Ts), (24)

where E(nc), E[Pl(W,pc)], E(Ts), and σnc
are derived in

(7), (8), (11), and (23), respectively.

VI. SIMULATION RESULTS AND DISCUSSION

In this section we provide our numerical results based on
(20) and (24). We justify our analysis by simulating CDC-
DSA in a wide range of parameters. Each simulation data
point is obtained by averaging over 200 random realizations.
Throughout these results, Nt = 1000, c0 = 50 nJ/bit [3],
c1 = 0.0013 pJ/bit/m4 [3], EDP = 5 nJ/bit/signal [3], and
we set Nb = 200 bits. We choose the network radius R, the
spreading gain S, and the compression factor W to be 1000
meters, 32, and 0.5 respectively, unless otherwise stated.

Through Fig.7, Fig.8, and Fig.9, we have presented both the
analysis and simulation results according to various clustering
parameters. These figures suggest that for medium to high
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values of pc, there is a perfect match between our analysis
and the simulation. When pc decreases, we expect to observe
a mismatch due to the finite size of the network. In fact,
when pc is less than 0.01, there are only about 10 clusters
on average. Consequently, the likelihood of observing a typical
cluster (with respect to a network with infinite area) decreases.
Therefore, our analysis may not be accurate when pc is
very low. On the other hand, as explained in Section V,
unequal cluster sizes can affect our analysis results for energy
consumption.

Fig.7 shows the energy consumption as a function of pc

when β = 2. This figure suggests that when correlation is
low, i.e, when W = 0.5, and H is relatively small, the gain
from clustering vanishes. However, as H increases, the energy
savings from clustering also increases, and the optimal pc

decreases. This means that larger clusters lead to a better
performance in terms of energy consumption. This figure also
indicates that at low pc, the performance is weakly coupled
with H . In fact, as pc decreases, larger clusters are formed
and the average distance to the CHs increases. Consequently,
the energy consumption within clusters dominates the energy

0 500 1000 1500 2000 2500 3000 3500
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

Network Radius [m]

O
pt

im
al

 C
H

 P
ro

ba
bi

lit
y 

(p
c)

 

H=3R
H=5R
H=7R
H=9R
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dimensions (β = 2.5).

consumed to communicate with the data sink.
In Fig.8, we have demonstrated the effect of roll-off fac-

tor on the optimal clustering. As expected, increasing roll-
off factor translates to more energy expenditure needed to
communicate with the data sink. Therefore, in such cases,
larger clusters are more efficient (smaller pc). In addition, it
can be seen that the performance is highly sensitive to the
changes in the roll-off factor, and the total energy consumption
is reduced more than an order of magnitudes when the roll-off
factor takes values equal or larger than three.

Fig.9 shows the effect of network radius on clustering
performance while the total number of nodes is kept constant
at 1000. We set β = 2.5 to be more conservative in our results.
In addition, we choose H = 5R. Since a smaller network
radius results in smaller distances between nodes, decreasing
network radius improves clustering performance and larger
clusters are optimal. Therefore, as R decreases, the optimal
pc decreases, too. Fig.10 shows the optimal probabilities as
a function of network radius with the same parameters as in
Fig.9 except that we vary H from 3R to 9R. It can be observed
that while an increase in R increases the optimal pc, increasing
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Fig. 12. The effect of correlation on clustering performance (β=3, H = 5000
m, and R = 1000 m).

H has a reverse effect on the optimal pc. The corresponding
amount of energy reductions over a data collection scheme
with no clustering, i.e. pc = 1, for various values of R and H
is depicted in Fig.11. It can be inferred that clustering performs
much better in moderately large networks.

In Fig. 12, we have shown the energy consumption as a
function of the correlation factor W . For clarity, we have
shown the simulation results only for W = 0.9. As ex-
pected, the lower the correlation, the less is the impact of
optimal clustering. Furthermore, for low correlation levels the
performance is less sensitive to changes in pc. This can be
explained as follows. When correlation is low, the size of the
aggregated data increases almost linearly with the cluster size
with a slope comparable to one. This means that even after
aggregation, the size of the data needed to be transmitted to
the data sink is comparable to the size of the data prior to the
aggregation. At the same time, since the average distance from
cluster-members to CHs increases, more energy is needed to
communicate with CHs. Therefore, at most values of pc the
gain of data compression is almost canceled by the increase
in the energy consumption, and hence, the overall energy
consumption becomes less sensitive to the variation in pc.

In Fig. 13, we have shown the achievable energy savings for
different correlation levels and roll-off factors. Two important
observations from this figure are as follows. First, even when
correlation is very low (when W = 0.1) clustering reduces
energy consumption at least 30%. Second, even if the effective
roll-off factor is not constant in time due to time variant
fading in the physical channel, this figure suggests that the
energy reduction is always within a strip of height almost 30%.
Consequently, CDC-DSA features substantial energy savings
even when time varying fading is present.

Fig. 14 depicts the data collection latency for various values
of W and pc. It is clear that H can change only the prop-
agation delay, which is negligible compared to the queuing
delay. Therefore, the results of this figure are approximately
independent of H as well as β. From this figure it is clear
that Lu is a tight bound for most values of pc. As expected,
a larger correlation results in a smaller latency. When pc is
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Fig. 13. The amount of energy consumption reduction vs. the amount of
correlation (H = 5000 m, R = 1000 m).
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Fig. 14. The effect of correlation on system latency (H = 5000 m, R =
1000 m).

small, few clusters are formed, and communication is mainly
performed within clusters. Therefore, the MPR capability of
the data sink can not be fully utilized, and the the TDMA delay
becomes the dominant component of data collection latency.
Thus, at small pc’s, the latency becomes independent of W .
The Latency behaves similarly for large values of pc.

Considering Fig. 12 and Fig. 14 reveals the fact that
correlation affects the energy consumption and the total de-
lay almost in the same way. In both cases, a smaller W
requires a larger cluster size (lower pc), and increases the
minimum energy consumption and delay. This similarity can
be attributed to the fact that correlation directly determines the
size of the aggregated data, and the fact that the intra-cluster
and reachback parts of energy consumption and latency for
fixed packet lengths increase almost linearly with the number
of cluster-members and the number of CHs, respectively.

Finally, combining the results for the energy consumption
and latency, we conclude that in most cases there is a trade
off between minimizing the overall delay and the energy
consumption. Despite this tardeoff, for almost all parameter
ranges, clustering reduces both latency and the total energy
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consumption. To obtain a desired level of performance, the
system designer can use the proposed analytical framework to
tune pc given that the other parameters of the system including
H , R, β, and W are pre-specified.

VII. CONCLUSION

In this paper, we have proposed a novel cluster-based data
collection scheme for wireless sensor networks with direct
sink access (CDC-DSA). Initiated by the data sink, clusters
in CDC-DSA are formed in a distributed and random manner.
We have used a simple MAC protocol and shown that to
minimize the latency, the set of transmission probabilities can
be obtained via dynamic programming. To simplify the design,
we have proposed an alternate solution and proved that it is
asymptotically optimal. Furthermore, we have shown that even
for small networks the proposed solution performs almost op-
timally. We have developed our analytical framework based on
the proposed MAC and the correlation between data samples.
Our analysis has enabled us to obtain the optimal average
cluster sizes and upper bounds for the data collection latency.
It has been concluded that even when perfect aggregation
is not possible, proper clustering can substantially decrease
energy consumption and the latency. We have shown that,
however, in general there is a tradeoff between minimizing
energy consumption and minimizing latency. We have also
studied the robustness of our protocol when the protocol does
not have full knowledge of the number of contending CHs.
We have concluded that a fixed estimation or an imperfect
estimation provided by the clustering process suffices if small
increases in the latency are acceptable.

APPENDIX

In this appendix, we prove Proposition 2, which essentially
states that the optimal policy asymptotically performs the same
as the best stationary policy. The definition of n0 implies that
to determine an, it suffices to specify {ai}n−1

i=n−n0
and pn.

Considering this fact, we have the following definition.
Defintion 1: A sequence {oi}∞i=n is called an optimal se-

quence for a given sequence {gi}n−1
i=n−n0

if the following holds
assuming oi = gi, n − n0 ≤ i ≤ n − 1,

oi = min
0≤pi≤1

1
1 − ti0

(1 +
n0∑

k=1

tikon−k), i ≥ n. (25)

Lemma 1: Let L1 be a line defined by L1 : x �−→ ρ1x+κ1

such that li � ρ1i + κ1 ≤ a∗
i for n − n0 ≤ i ≤ n − 1, where

a∗
i is the optimal value for ai, i.e. the solution of dynamic

programming, and n is a given integer. Then, for any given
sequence {pi}∞i=n, the following holds

al
i ≤ ai, i ≥ n, (26)

where {al
i}∞i=n and {ai}∞i=n are obtained by (12), and letting

{ai}n−1
i=n−n0

equal {li}n−1
i=n−n0

and {a∗
i }n−1

i=n−n0
, respectively.

Proof: The proof is a direct result of the fact that in
(12) all coefficients, i.e. tni’s, are non-negative real numbers
and hence, the sequence {ai}∞i=n is a monotonic increasing
function of {ai}n−1

i=n−n0
given any fixed sequence {pi}∞i=n.

Lemma 2: Let {a∗l
i }∞i=n be the optimal sequence corre-

sponding to {li}n−1
i=n−n0

, and li be specified as in Lemma 1.
Then

a∗l
i ≤ a∗

i , i ≥ n. (27)

Proof: Let {p∗i }∞i=n be the sequence which leads to the
optimal sequence {a∗

i }∞i=n. By Lemma 1, for such choice of
p∗i ’s we have al

i ≤ a∗
i , for i ≥ n. By definition, the optimal

sequence {a∗l
i }∞i=n is componentwise smaller than {al

i}∞i=n,
and therefore, a∗l

i ≤ a∗
i for i ≥ n, as required.

Lemma 3: Let ε > 0 be arbitrarily small and κ chosen such
that li = (ρ∗− ε)i+κ ≤ a∗

i , for n−n0 ≤ i ≤ n−1, where n
is a sufficiently large number. Then, a∗

i satisfies the following:

(a) (ρ∗ − ε)i + κ ≤ a∗
i , i ≥ n.

(b) limi→∞
a∗

i

iρ∗ ≥ 1.

Proof:

(a) Let al
i, i ≥ n, be obtained from (12), assuming al

i = li,
n − n0 ≤ i ≤ n − 1. For any given pn, we have

al
n =

1
(1 − tn0 )

(1 +
n0∑
i=1

tni al
n−i)

=
1

(1 − tn0 )

(
1 +

n0∑
i=1

tni
(
(ρ∗ − ε)(n − i) + κ

))

=
1

(1 − tn0 )

((
(ρ∗ − ε)n + κ

)
(1 − tn0 )

+ (1 − (ρ∗ − ε)
n0∑
i=1

tni i)
)

= (ρ∗ − ε)n + κ +
1

(1 − tn0 )
(
1 − (ρ∗ − ε)

n0∑
i=1

tni i
)
.

(28)

By the definition of ρ∗, for sufficiently large n, the last
term in the above becomes non-negative. Thus, (ρ∗ −
ε)n + κ ≤ a∗l

n , and from Lemma 2, we obtain (ρ∗ −
ε)n + κ ≤ a∗

n. By induction, (ρ∗ − ε)i + κ ≤ a∗
i , for

i ≥ n, as required.
(b) Dividing both sides of the inequality in (a) by iρ∗,

and taking the limit as i → ∞, we obtain 1 − ε
ρ∗ ≤

limi→∞
a∗

i

iρ∗ . The inequality in (b) immediately follows
since ε can be chosen arbitrarily small.

Proof of Proposition 2: Since a∗
n is the optimal solution, we

have limn→∞
a∗

n

aξ∗
n

≤ 1. Using Proposition 1 and Lemma 3, we
can obtain the other direction of the inequality

lim
n→∞

a∗
n

aξ∗
n

= lim
n→∞

nρ∗

aξ∗
n

lim
n→∞

a∗
n

nρ∗
≥ 1,

thus, proving the proposition.
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