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Abstract—We consider amplify-and-forward multi-antenna re-
laying between a single pair of source and destination under
relay per-antenna power constraints. We design the optimatelay
processing matrix to minimize the maximum per-antenna powe
budget for a received SNR target. With given transmit and
receive beamformers at the source and destination, respeetly,
we first focus on the equivalent system with single-antenna
source and destination. Although non-convex, we show thahe
optimization satisfies strong Lagrange duality and can be dwved
in the Lagrangian dual domain. We reveal a prominent structue
of this problem, by establishing its duality with direct SIMO
beamforming system with an uncertain noise. This enables us
to derive a semi-closed form expression for the optimal reka
processing matrix that depends on a set of dual variables,
which can be determined through numerical optimization with
a significantly reduced problem space. We further show that
the dual problem has a semi-definite programming form, which
enables efficient numerical optimization methods to deterime the
dual variables with polynomial complexity. Using this restt, the
reverse problem of SNR maximization under a set of relay per-
antenna power constraints is then addressed. We then consid
the maximum relay beamforming achievable rate under diffeent
combinations of antenna setups at source and destinationnl
particular, we generalize the duality to MIMO relay beamfor ming
vs. direct MIMO beamforming, and establish the dual relation
of the two systems for different multi-antenna setups at souce
and destination.

Index Terms—multi-antenna relaying, amplify-and-forward,
relay beamforming, per-antenna power, achievable rate, La
grange duality,

I. INTRODUCTION

design problem is finding the optimal relay processing matri
It often involves finding both the structure of the optimal
processing matrix and the jointly optimal power allocation

For transmission between a single pair of source and des-
tination, an optimal design of the processing matrix hasibee
studied under different performance criteria, such asagpa
diversity gain, SNR maximization, and relay power minimiza
tion [2]-[6]. For many cases studied, the processing matrix
inherits a beamforming structure characterized by the oblan
at the first and second hops. The relay processing design for
multiple sources and/or destinations has also been studied
in [7]-[9]. The explicit solution for the optimal procesgin
matrix is difficult to obtain in such setups. Either numekica
methods are proposed to obtain approximate solution for the
optimal processing matrix, or suboptimal structure is isgzb
to simplify the problem. Regardless of single or multiplérpa
of source and destinations, all these existing resultsaelihe
sum-power constraint across antennas at the relay. In @ener
the sum-power constraint leads to more analytically tizeta
problems, allowing certain system structure to be explamed
obtaining the solution.

In a practical system, however, the implementation of multi
antenna relaying imposes different power constraintshEac
antenna is limited by its own RF front-end power amplifier, so
that a realistic multi-antenna relay processing designois ¢
strained by a per-antenna power budg&br multiple relays
each equipped with a single antenna to collaboratively farm
virtual multi-antenna system for cooperative communaragi
individual antenna power budget is particularly more st

We study the optimal design of multi-antenna relay propjith such per-antenna power constraints, the relay prowgss

cessing in amplify-and-forward (AF) multiple-input mulke-

design optimization becomes more challenging. For the aase

output (MIMO) relaying systems. With multiple antennas gingle pair of source and destination, none of the appesach
equipped at the relay, a processing matrix is used 10 lpeale,q|oped in [2]-[6] is applicable to solve the problem. Tm o
process the received signals and forward them to the destigag; knowledge, no previous related results have beentegpor

tion. We specifically consider the relay beamforming proble

Aside from the optimal relay processing design, it is also

where the processing matrix is designed to maximize trﬂ"ﬁportant to understand the relation between MIMO relay

destination received signal-to-noise (SNR) ratio. Thetreén

Copyright (c) 2013 IEEE. Personal use of this material isnyied.
However, permission to use this material for any other psegomust be
obtained from the IEEE by sending a request to pubs-peronis@ieee.org.
This work was supported in part by the Natural Sciences anginéering
Research Council of Canada and the Ontario Ministry of Rekeand
Innovation. A preliminary version of this work [1] has beeregented athe
|EEE International Conference on Communications (ICC), Ottawa, Canada,
June 2012.

Min Dong is with Department of Electrical Computer and Saites
Engineering, University of Ontario Institute of Technojp@ntario, Canada.
Email: min.dong@uoit.ca. Ben Liang is with Department ofedtical
and Computer Engineering, University of Toronto, Onta@anada. Email:
liang@comm.utoronto.ca. Qiang Xiao was with Departmertlettrical and
Computer Engineering, University of Toronto. He is now w@tsco Systems
Inc., Ontario, Canada. Email: g.xiao@mail.utoronto.ca.

beamforming systems and direct MIMO beamforming sys-
tems. Whether and in what sense, a MIMO relay system can
be equivalently viewed as some direct MIMO transmission
system. In other words, whether there exists a duality of the
two types of systems. Most existing results focus on thegaesi
of the optimal relay processing matrix but do not provide
insights of such relation.

Our objective in this work is to obtain the solution for the

1Although per-antenna power amplifier is typical in most egst, there has
been some recent progress in microwave and antenna degigovide central
power supply to multiple antennas from an amplifier netwavkjch could
be used for certain communication systems, such as satetiihmunications
[10].



optimal relay processing design in MIMO relay beamformingystems, under per-antenna/per-node power constramts, t
with per-antenna power control, and investigate the dpalinore accurately quantify the loss due to distributed preiogs
relation of such relay systems with direct MIMO systems We next investigate the maximum achievable rate of the
for both processing design and maximum achievable raMIMO relay beamforming system with relay per-antenna
Our approach is inspired by the framework in [11] for diregbower constraints. For source and destination equippddavit
downlink multi-antenna transmission, where the optimath$-  single antenna, the duality established earlier indicdtaisthe
mit beamforming design is obtained under per-antenna powaaximum achievable rates of the multi-antenna relay system
constraints. However, different from downlink beamforgin and direct SIMO beamforming system are identical. For seurc
multi-antenna relaying structure leads to a unique stredir  with single antenna and destination with multiple antenoas
the received SNR, which depends on the channels over twice versa, we show that the dual of the relay system is a
hops and the inherent noise amplification, in addition to tMIMO system with a dual MIMO channel structured from
per-antenna power control at the relay. This complicates tthe two-hop relay channels and uncertain noise covariance;
optimization problem with new challenges. the maximum achievable rate of such relay system is iddntica
to the maximum beamforming achievable rate of the dual
MIMO system. When source and destination are both equipped
with multiple antennas, we show that the dual relation of the

We consider the relay processing optimization with peMIMO relay system to a direct MIMO system still holds for
antenna power control for unicast dual-hop AF MIMO relayingeamforming, but the maximum beamforming achievable rate
system with a single data stream. To design the optimal the relay system is upper bounded by that of the direct
relay processing matrix, we first cast the problem as a powdiMO system, and the two may not be guaranteed to be
minimization problem to minimize the maximum power conidentical.
sumption among the relay antennas.

Through reformulation, we transform the originally non-
convex problem into an equivalent problem which is shown % Related Work
have zero duality gap. Interestingly, through the Lagrashgpd The relay processing design in multi-antenna AF relaying
method, we establish a duality between multi-antenna relaystems has drawn considerable attention in recent yezes (s
beamforming system and direct single-input multiple-omitp[13] and references therein). Among the existing restuits, t
(SIMO) beamforming system with a dual SIMO channedum-power constraint at the relay (or a total power constrai
formed by concatenating the two-hop relay channels, aatithe source and the relay) is typically assumed. Under this
uncertain noise covariance. This enables us to derive a seasisumption, for the purpose of relay beamforming to maxmiz
closed form expression for the optimal relay processingimat the received SNR, with a single pair of source and destinatio
The semi-closed form expression is parameterized by the lthe optimal design of the processing matrix was given in [4],
grangian dual variables to be determined numerically. With where a rank-one beamforming matrix structure was found.
relay antennas, this solution not only presents the strei@fi The result was further extended to the case when only the
the optimal processing matrix, but also allows us to convert second-order statistics of the relay channels are known at
original optimization problem withV? variables and N + 1) the relay [5]. For multiple pairs of sources and destinatjon
constraints, to one withV+1) variables and three constraintsthe closed-form solution for multi-antenna relay procegsi
To determine the dual variables, we further show that tmeatrix under the sum-power constraint is difficult to obtain
dual problem has a semi-definite programming (SDP) forrand either numerical algorithms [9] or suboptimal appresch
which can be efficiently solved using interior-point method[7], [8] were proposed. The MMSE-based criteria was also
with polynomial complexity [12]. This greatly reduces theused in designing the processing matrix [6], [14], [15]. For
computation complexity in determining the final solutiomeT the purpose of maximizing the MIMO AF relay capacity,
solution applies to the case of single-antenna source dhe optimal processing matrix was sought for a multi-anéenn
destination, or multi-antenna source and destination giitan  relay under the relay sum-power constraint [2], [3], [18B].
transmit and beamforming vectors. Discussion of joint giesi Besides dual-hop relaying, the design of processing matrix
of the relay processing matrix, and the source/desitnatitor multi-hop AF MIMO relaying was considered for total
beamforming vectors is also provided. power minimization [19]. In addition to one-way relaying

Following the power minimization problem, we furthersystems, the design of relay processing matrix for two-way
consider the reverse problem of SNR maximization with givenulti-antenna AF relaying systems was investigated [Z]].[
per-antenna power constraints. We show that the two prablem Despite all these results, the investigation of multi-ante
are inverse problems with monotonic relation of SNR angtlay processing design under per-antenna power constigin
power constraints, thus the solution to the SNR problem canarce, and the problem has remained open. For direct point-
be obtained through iteratively solving the power minimizao-point systems, the optimal transmit beamforming design
tion problem along with bisection search. The optimal relaynder per-antenna power constraints was obtained in [hl], a
processing solution obtained enables us not only to compéhe uplink-downlink duality for the beamforming SINR regio
the performance difference under per-antenna power ane sw@s well as the capacity region was obtained.
power constraints, but also to evaluate the performance gagp-or AF MIMO relaying systems with the sum-power con-
between the centralized and distributed relay beamformietzaint at each relay, the uplink-downlink duality for the

A. Contributions



achievable rate region was established for dual-hop tressm n, ng
sion [22] and was extended to the multi-hop scenario [23]. *

Note that the duality obtained there focused on a differemt—| b H,

system equivalence from the duality established in thiskwor! o
There, the comparison is between uplink and downlink trans-
mission through relaying. In our work, the comparison is

between two types of transmission systems, i.e. the rajayin

r'W H2 r Yd

Fig. 1: An AF MIMO relaying system.

system and the direct transmission system. noise (AWGN) vector with covariance’I, wherel is an N x
N identity matri@. In the second phase, the received signals at
C. Organization and Notations the relay are processed with ahx N relay processing matrix

. . . and then are forwarded to the destination. The received
WJZ?;?:;?EZ:@??:;}'Sm%rg;n'azﬁg ?)?Jt?llclaor;\lsfblrrrlr]i;iitcljonn ignal at the destination, after receive beamforming, \@mi
Section I, we provide the optimal design solution and lesta y
lish the duality between the relay beamforming system with ¢, = rHHQWHlb\/FOs +rffHyWn, +rflng; (1)
per-antenna power control and the direct SIMO beamformi
system with an uncertain noise covariance. We also disc
the reverse problem of SNR maximization under per-anten X 9 )
constraints and its relation to the power minimization peah beamforming vectofjr|[” = 1, andn, is the M, x 1 AWGN

In Section 1V, we consider the maximum achievable rate of twgctor af[ the dezstlnatlon receiver with with i.i.d. elemee@ach
relay beamforming system with per-antenna power con$1;r,ainWlth varianceoy. ) )
h For givenb andr, the system can be equivalent to one with

and establish the duality relation of the relay system with e 1
certain direct MIMO systems under different source and/Sindle-antenna source and destination given by
destination antenna setups. We present numerical results i ya = hTWhi\/P,s + hIWn, + ng @)
Section V and conclude this work in Section VI. . _

Notations: |-|| denotes the Euclidean norm of a vector, andith the equivalent channel vector at the 1st and 2nd hops as
® stands for the Kronecker product. Hermitian and transpose A A e H A g
are denoted ag-)” and (-)7, respectively. Conjugate is h; SHib, hy = (Hyr)", na=r'ng ©)
denoted as(-)*. Matrix pseudo-inverse is denoted &'. and n, is AWGN with varianceo2. We assume perfect
We use [a]; to denote theith element of vectora; and knowledge ofh; andh, at the relay.
[Alii to denote theith diagonal entry of matrixA. The  |n Section Ill, we will focus on optimally designing the
notation A = (<) B means that the matrixA — B) is relay processing matri¥V, with given source and destination
positive (negative) semi-definite, white = 0 means that the peamforming vectorb andr. Thus, with no loss of generality,
vectora is element-wise non-negative. The notatieit(A) we directly consider the equivalent system in (2) and (3 Th

n ) .
Ly@gereHQ is the My x N complex channel matrix between
Wg relay and the destination,s a M, x 1 unit-norm receive

vectorizes the matridA = [aj,---,ay] to [af, -, ay]". ~ joint design ofW, b, andr is discussed in Section III-G. The
The notationCA/(m,0?) denotes proper complex GaussiaMIMO relay beamforming maximum achievable rates, among
distribution with meann and variancer*. all possible (b,r) pairs, under different source/destination

antenna configurations are detailed in Section IV.
Il. PROBLEM FORMULATION

A. System Model B. Relay Processing with Per-Antenna Power Control

We consider a unicast dual-hop MIMO AF relaying system By (2), the received signal-to-noise ratio (SNR) at the
where a pair of source and destination nodes, equipped wilgstination is obtained as
M, and Md antennas respectively, _communic_ate _through a P,|hIWh; |2
relay equipped withV antennas, as illustrated in Fig. 1.The SNR = 2T W2 + o2 (4)
direct link is ignored. We consider the system transmiting T d
single-data stream through source-destination beamiigrfi Various end-to-end performance measures, such as datarrate
The data forwarding takes place in two phases. In the fifd{-error-rate (BER), are direct functions of the recei&dR
phase, the source transmits the signal to the relay. Thiveece 9iven above. System optimization under these performance
signal vector at the relay is given by = H1b\/P,s + n,, metrics can then be directly converted to the optimization
where s is the transmitted signal from the source with uniproblem under the SNR metric. Thus, in the following, we
powerE|s|> = 1, P, is the total transmit power at the sourcefocus on the SNR metric. _
b is a M, x 1 unit-norm transmit beamforming vectdd; is With the practical assumption that each transmit antenna at
the N x M, complex channel matrix between the source arffe relay is individually power controlled with its own powe

the relay, andh,. is the N x 1 complex additive white GaussianPudget, our objective is to design an optimal at the relay
to minimize the per-antenna power usage for data forwarding

2In the case of multiple transmit antennas at the soufde (> 1), the
single-stream MIMO beamforming structure can be used fgistesn seeking SThroughout the paper, unless explicitly specifiédndicates an identity
maximum diversity gain and power gain to minimize data epabability. matrix with size N x N.



subject to a given received SNR target. The per-antennampowsdere w 2 vec(WH), h 2 vec(hyhl) = hy ® h;, and

constraint on the output of each transmit antenna at thg reﬁg EY (thgf) ® 0?1

is given by Proof: See Appendix A.

E{[[Wy.];[2} = [POWhlh{iWH T UQWWH] <P (5 In the following, we first provide the feasibility condition
" w = for the optimization problem (6). Then, we show how the

fori = 1,---,N, whereP; is the power budget at th&h problem can be transformed into a formulation, for which the

antenna. Note that we only consider the non-degenerate casgrange dual method can be applied to obtain the solution.
where the forwarding link from each antenna of the relayhe dual method leads to the establishment of the duality of
to the destination is active, or equivalentlyiz;| > 0, Vi, multi-antenna relay beamforming to SIMO beamforming in
where hy; is the ith element inh,.* To formulate such per- direct point-to-point communication, leading to a sentiseld
antenna power minimization problem, we consider miningzinform solution forW. Finally, we provide an SDP formulation
the maximum transmit power of each antenna at the relag the numerical method to determiWeé.

for a given SNR target,, at the destination. This min-max

optimization problem can be formulated as A. Feasibility Condition
min max P; (6) The feasibility of the optimization problem (6) depends on
Wolsish the existence oW to satisfy the SNR constraint (7). It is
subject to SNR = 7o, (7)  determined by the values of the given transmit powerthe
[PB,Whih{'WH + s?WWH] <P, (8) SNR targety,, and the relay channel conditioris, ho. A
fori=1,--- N. feasibility condition for (6) is given as follow.

Proposition 1: A necessary condition for the multi-antenna
It is straightforward to show that the above min-max powgelay beamforming problem (6) to be feasible is that the s®ur
minimization problem is equivalent to the problem of minitransmit powerP, and destination SNR target, satisfy
mizing a common per-antenna power budget given by

P|[hy |2
H‘lAi/Il Pr (9) ,700_’% > 1. (12)
subject to (7) and PFOOrl:Z S(eez)AppendiX B. ; o ]
Note that (12) is a necessary condition for the optimization
H H 2 H
[PO_VVhlhl W o WW ]ii < b, (10) (6) to exist. In Section IlI-D, a necessary and sufficient
fori=1,---,N. condition is given to guarantee the existence of the salutio

The above problem also corresponds to a common practiEigWever, that condition can only be verified through the
scenario where identical hardware and front-end is used fgjtimization procedure we develop. Instead, the cond{fla)
each antenna. can be verified before solving the problém.

Besides the above power minimization problem, the reverse .
problem of SNR maximization under a set of relay per-antenfa Strong Lagrange Duality

power constraint§ P, - - - , Py } is discussed in Section IlI-F.  The optimization problem (6), and its equivalence (9), is
non-convex due to the non-convex SNR constraint in (7) with
[1l. OPTIMAL RELAY BEAMFORMING DESIGN respect toW. Nonetheless, we show that the optimization can

In this section, we provide the solution to the optimizatioR€ solved in the Lagrange dual domain. Due to the equivalence
problem (6). We first transform the received SNR expressi&h the optimization problems (6) and (9), in the followingew
in (4) through vectorizing the processing mati%. The focus on the problem (9) instead.
reformulation enables the subsequent development of oufProposition 2: The optimization problem (9) has zero du-
results. LetW# = [wy,---wy]. We have the following ality gap.
lemma. Proof: We provide a sketch of the proof and leave details
Lemma 1: The received SNR expression in (4) for multidn Appendix C. We first show that the optimization problem (9)
antenna relay beamforming can be re-expressed in the folldkn be converted to a second-order cone programming (SOCP)
ing form problem. Results in literature show that strong dualitydisol
oo o for the SOCP problem to its Lagrange dual problem. Thus, to
_ Bohw] (11) complete the proof, we are left to show the Lagrange dual of
HRg%WHQ . (9) is equivalent to the Lagrangian dual of the SOCP problem.
[ ]
4The power constraint (5) is only meaningful for an activéli@therwise, As shown in the proof of Proposition 2, the optimization

it is trivial to see that the antenna is inactivee( zero power) for data problem (9) can be converted to an SOCP problem, and
forwarding, and effectively the model is reduced to the orith wnly active
links for relaying. 6The condition (12) states that the received SNR on the firpt $twuld
5Although we assumes no direct link, the formulation appiiiethe scenario be larger than the target SNR. Although quite intuitive, sitderived from
when the direct link is available and is used in the first phaslg. In this the problem (6) with per-antenna power constraints. Thefarocertain way
case, the combined received SNR at the destination is thenation of SNRs indicates that the necessary condition is “tight”. In ounsiation studies, a
from the relay and the direct link, where the latter is not action of W.  majority of the infeasible cases can be eliminated by examithis necessary
The problem would be the same as the one presented in (6). condition.

SNR =



solved numerically using any standard SOCP package sumrboblem:
as SeDuMi [24]. However, such numerical method will not

. 2
provide any insight on the structure of the solution for In max s Yag (17)
addition, the optimization involveéN + 1) constraints and ~ H1 12
9 . . ) .. . vP, ‘W h‘
N~< variables to be optimized. Instead, using Proposition 2, subject to A 2% (18)
we next present the solution to the optimization problem wo=w -
P P P tr (A) <1, A is diagonal (29)

(9) through its Lagrange dual. Through this approach, we
eventually obtain the structure of the optimal (or W) and A>0,vr>0 (20)
a more computationally efficient method to determine ﬂ‘ﬁhere
optimal value ofw.

£ 2 A® (Phyhf +0%1) + v (hohf ©021).  (21)

: : C o - Furthermore, the problem (17) can be interpreted as a pwint-
C. Duality with Point-to-Point SMO Beamforming point SIMO beamforming problem (16) with a dual transmit
Using the vectorized beamforming matrixe, w = power]3 = vo3, the dual channéh = h, ® hy, and the noise
[wi',---,wi]”, and (53) in the proof of Proposition 2, thecgyariance matrix®: — %32, for all diagonalA = 0 and
Lagrangian for (9) is given by tr (A) < 1, such that the SNR constraint (18) is satisfied.
Proof: The Lagrangian given in (13) can be rewritten as

_ 2 1o Poypg 2
L(PT,W,A,V)—PT+V{O'd+||RgW| o ‘h W’ } L(P.w, A v)

N =vo% + Pl — tr(A)]
+) A {w! (Phh{' + 02T) w; — P} p
i=1 +w" |A® (P,hihi +02T) — v—"hh + ng} w
1 P, Yo
=P, +u{o§ +IRsw]? — =2 \hHWIQ}
Yo

Yo

P,
=vo2 4+ Pl —tr(A)] + wH {E - V—hhH:| w  (22)
+w" [A® (Phih{’ +02T)| w — Ptr(A)  (13)

where 3 is defined in (21). Substituting (22) into (14), we
where A 2 diag(\1,--- ,\y) is the diagonal matrix of notlce_ that the erglnal dual problem (14) is equivalenthe t
Lagrange multipliers corresponding to the per-antennagpow©!lowing one with two new added constraints (19) and (24)
constrair_1ts, ana is the Lagrange multiplier corresplond.ing to max min L(P,,w, A, v) (23)
the received SNR target. The dual problem of (9) is given by Ay Prw
subject to (15) and (19)
max min L(P,.,w, A, v (14) P
x min L ) = 2 ohnt. (24)
subject to A = 0,v > 0. (15) Yo
This is because if either (19) or (24) is not satisfied, theinn
To obtain a solution to the problem above, we first show thatrtinimization in (14) will result inL(P,,w,A,v) = —o0,

can be transformed into the dual power minimization problemhich will not be the optimal solution of the dual problem

of SIMO beamforming in direct point-to-point communica{14). This implies that the optimal solution of (14) remains

tions. in the feasible set of the optimization problem (23). Thas, t
For the SIMO beamforming problem under conside[atioproblems (14) and (23) are equivalent. Following the above,

the transmitter has a single antenna with transmit pafer it is straightforward to see that after the inner minimiaatof

The receiver ha®/? antennas with a receiver noise covarianc@3), the dual problem can now be expressed as

matrix 3. Assume that the channel is given by andw is

the receiver beamforming vector. The objective is to find the

optimal w to minimize P while ensuring the received SNR to subject to (15) (19) and (24)

be above a given target,:

max vo- (25)

WV

To show (17) and (25) are equivalent, we first show the
min P (16) following equivalence.
w Lemma 2: The dual problem (25) is equivalent to

subi P‘WHh‘Q > 2

Ssu JeCt to m Z Yo- mj\i,x mlii,X VO'd (26)
The duality between the multi-antenna relay beamformirdy an subject to (19) and (20)
the direct point-to-point SIMO beamforming with uncertain ”_POhHgTh <1. (27)
noise and the same SNR requirement is established in the Yo
following. Proof: See Appendix D.

Theorem 1: The Lagrange dual problem (14) associated with To show (17) and (26) are equivalent, we adopt the general
the optimization problem (9) is equivalent to the followingapproach in [11]. We note that the inner minimization part



in (17) can be interpreted as a direct point-to-point SIMO n, ~ CN(0,02T) ng ~ CN(0,02)

beamforming problem given in (16), where the transmit power { v } Y
. ~ . T d
is set -asP = V.crg, the crllar-mel is as2h = hy® hl,. and S | hy —»@:: W h, __.@__.
the noise covariance matrix is & = %2. The solution of P, min P,
SIMO beamforming problem (16) is known, where the optimal st [PoWhih{fWH + c2ZWWH] < P,
receiver beamforming vectok® is given by
i P n~ CN(O, 2)
W’ =% h=—%h. (28)
9d _ Y

. . . = n D]
Note that the optimalv® is only unique up to a scale factor. -
That is, Bw? is also optimal for any arbitrary non-zero value min P h =hy @ hy

of B3. Substituting (28) into the SNR constraint (18), the

Fig. 2: Duality of relay beamforming and SIMO
optimization problem (17) is now expressed as d Y y g

beamforming.

In/%xmin vo? (29)
subject to (19) and (20) point-to-point SIMO beamforming problem (17) as
vP, 2
—2hfsTh > 1. (30) PO =103 = — Ao (33)
o P,hH3° 'h

Comparing the problem (29) with (26), the SNR ConStrai%hereEO
is reversed and the maximization overis also reversed
to minimization. With any fixedA, we examine the inner
minimization problem (29) and maximization problem (26).
By substituting® with its definition in (21), we rewrite the D. The Semi-Closed Form Solution for the Optimal W*

SNR expression in (27) and (30) as We have shown in Theorem 1 that the optimal relay
vP processing matrixXW¢° under per-antenna power control in
—2h"x'h the problem (6) can be determined through its dual SIMO
%I/P : beamforming problem (17). The solution of the latter is give
= —h" [A® (Phih{ +02I) + v (hsh) ® 071)] h by (28), up to an arbitrary scale factr Thus, we obtain the

is the value of under the optima(A°, v°).”
Proof: See Appendix E.

Yo ; optimal vectorized beamforming vecter® for the problem
P, 1
= %" |ZA @ (Phyh? +020) + (hohf @ 021)| b (B bY B
Yo v w’=£3°""h (34)
(31)

under the optimalA°, v°). To determing3, note that the SNR

which is a monotonically increasing function of. This constraint (7) is met with equality at optimality. Using BNR
implies that the received SNR constraints in both prOble”é&pression in (11), it follows that

(26) and (29) are met with equality at optimality, and the two .
problems lead to the same optim&l which is the solution of P,w°"hh" w°
P t WOHRgWO + 03

o 1
—h* ;A ® (Pohih{’ + 071) + (hohl ® UEI)} h=1.  Substituting (34) into the above equation, we obtain

Yo
(32) P 2 -3
18] = 0d<70 (hHZO_lh) - hHEO_leZO_lh) :

= Yo-

This indicates that the two problems (29) and (26) are equiva
lent. By this, we have shown that the Lagrange dual problem (35)
(14) is equivalent to the problem (17). From Propositiorh, t ince an arbitrary phase rotationsndue to/s does not affect
optimal solution of the dual SIMO beamforming problem (17, e SNR value, without loss of generality, we simply Set
is the same as that of the original relay beamforming problqrﬂ Thus, we obtain the value of as in (35).

(6). A _ ] u By reversing the operatiow® = vec(W°), we now have
Let Puax = max{F;} in the problem (6). As mentioned in ypiained the optimal relay processing mafii of the relay
Section II-B, since the two problems (6) and (9) are equiviale poyer minimization problem (6). The solution has a closed-

at optimality, the minimum powers in these two problems afgym expression once the optimah°, v°) are given. The

equivalent,i.e, P, = P?. Following Proposition 2 and getermination of(A°, »°) however needs to be performed
Theorem 1, we can obtain the value of the minimum pegymerically as detailed in the next section.

antenna power at the relay through (17). The duality betweenytice that the solution fof exists if and only if the denom-
multi-antenna relay beamforming and SIMO beamforming §ator of the expression in (35) is valid. This in fact prossd

shown in Fig. 2. o _ the necessary and sufficient condition for the existence of a
Corollary 1: The minimum per-antenna powdt’ in the

relay beamforming problem (9) is obtained through its dual?From the proof of Lemma Z% stratifying (20) is strictly positive definite.



feasible solution for the relay beamforming problem (6)ebhi used to solve the problem. The complexity per iteration is

is shown in the following corollary. O(NY). As a comparison, for solving the primal problem (6)
Corollary 2: The necessary and sufficient condition for théhrough SOCP in (55) directly using efficient interior-pbin

multi-antenna relay beamforming problem (68) to be feasibteethods, the complexity ©(N7) per iteratio. Furthermore,

is that there existy > 0 and A > 0 with tr(A) < 0, such for both SDP and SOCP, the number of iterations is known

that to be insensitive to problem size and typically lies betwBen
P (hHZ_lh)2 and 50 [12], [26]. Thus, besides obtaining the insights an th
Zo., — —— > 1. (36) solution structure, we see reduced complexity in finding the
Yo hPE"'RgEh solution.

Comparing (36) to (12), the condition requires to search for
(A,v) and thus is difficult to be used to test the feasibility: gyR Maximization
unless we solve the Lagrange dual problem given in (25). On

the contrary, the condition (12) can be verified directly. Instead of power minimization, we now consider the reverse

problem of received SNR maximization with per-antenna

power constraint§ Py, - - - , Py}, given by
E. Determining A° and v° through the Dual SDP

We have so far determined the structure of the optimal R SNR (39)
relay processing matri¥v° throughw* as given in (34). To  subject to [POWhlhfIWH 4 UfwwH] . <P, (40)
determine the value oW°, we need to obtain the optimal fori=1-- N
(A°,v°). This can be done by directly solving the Lagrange Y
dual problem (25). We show in the following propositiorwhere the expression 8fNR is given in (4). The optimization
that the problem can be formulated and solved through semioblem (39) is always feasible. It can be solved through

definite programming (SDP). power minimization, based on the relation of the two protdem
Proposition 3: The dual problem (25) is a dual SDP Consider the following pair of reverse problems for SNR
problem. maximization and relay per-antenna power minimization
- Defines 20.---.0.—02T a2 71.... T
Proof: Defines = [0, ,O,Acrd] ,a=1[1,---,1,0]", max SNR (41)
wheres,a € RIN+tUX1 andx = [z, - 2y, 2n41]T = w

A1, , A, v]T. The constraint (24) can be expressed as  subject to [P,Whih{! W + o2 WW'] <P, (42)

Py fori=1,---,N.
-A®R, —v <Rg - —hhH) <0 (37)
7o and
whereR, 2 P,hihi + 21. Observing thatA is a diagonal min 7 (43)
matrix, we obtain ) w
v subject to (42), SNR > ~,, and 0 <n < 1.
—-A®R, = Z A Fi, We now explicitly express the optimal objectives of (41) and
i=1 (43) as functions of their corresponding constraint target

SNR’(n) and n°(y,), respectively. The following shows the
relation of the two problems.
Proposition 4: The SNR maximization problem (41) and
e power minimization problem (43) under relay per-
antenna power constraints are two inverse problems, i.e.
(37) can be further expressed 3% " z;F; < 0. Note that 1,°(SNR°(n)) = 7 (or SNR®(1°()) = 7). Furthermore, the

whereF; € CN**N’ fori=1,---,N, is a block diagonal
matrix, whoseith diagonal block is given by-R,, and all
other (N — 1) diagonal blocks areV x N zero matrices.

Also define F 4 2 %hhH — R,. Then, the constraint

Fy,---,Fyy1 are all Hermitian matrices. Therefore, the duadptimal objectiveSNR°(n) (or n°(v,)) is a continuous strictly
problem (25) can be transformed into the following SDP  monotonic increasing function of.
.7 Proof: See Appendix F. ]
s x (38) By Proposition 4, the solution to the SNR maximization
N+l problem (41) can be obtained by iteratively solving the powe
subject to Z z;F; <0 minimization problem (9) with bisection search on the reedi
iT:1 SNR targety,. The stopping criterion for bisection search is
a'x—1<0, x>0 whenn — 1. The procedure is summarized below.

- 1) Initialize ymin and Ymax. Setvymin and ymax such that
We have now converted the optimization problem (6) with ~ the power minimization problem (43) is feasible and
N? variables and(N + 1) constraints to an SDP problem infeasible, respectively. Set
with (N + 1) variables. It can be solved efficiently using 2) S€tVo = (Ymax + Ymin)/2-
interior-point methods [12]’ for example, the Iogarithrb'm:r- 8Complexity analysis is based on standard SDP and SOCP pisble
ner r_nethOd [25]' _Standard _SDP software such as S?Dumpending on specific problems, special structure may bdomd for
[24] is based on interior-point methods and can be directhyiproved efficiency.



3) If the problem (43) is infeasible undey, Note that the source antennas also have per-antenna power
SetYmax = Yo, 7 = 0 ( Or any valuen < 1 — ). constraint, to be consistent with the per-antenna power con
Else straint at the relay.
Set/ymin = Yo, Nl = 770(70)-
4) If n <1 —¢, repeat (2)-(4); otherwise, retury. L
A. Single-Antenna Source and Destination
G. Joint Design of W, b, and r For source and destination each equipped with a single

, , antenna, the channel vectors at the 1st and 2nd hops aned
The solution ofW for relay beamforming developed so far respectively, as in (2). The respective AF MIMO relayin
assumes a given set of source and estimation beamformé temp's I'Vez’aé’“’!'ay .We deno?e tr:\(/e dual SIMO s styelmg
vectors(b, r). For the joint optimization of W, b, r), finding IS giv LNl u y

SIMO H
a direct approach to solve it is challenging as the proble?‘r?slxNz' given by

is nonconvex. Nonetheless, since the solution of the optima

b,r with given W can be easily obtained, we can use the

alternating optimization approach [27] for the joint desig SISH\]/IVQ
X

Source: single antenna, power constraift;
Destination: N2 antennas, and

. . . 2
using the solution we obtained earlier: uncertain noise covanan(;“’gjz
1) For given (b,r), obtain the optimalW as in Sec- Channel h; ® h;
tion 111-C-1lI-E; ) i ) o
2) Find optimalb andr, based orW obtained in Step 1. WhereX is as in (21) withA andw satisfying (19) and (20).
3) Repeat Step 1-2 until convergence. Combining Theorem 1 and Proposition 4, it is straightfor-

\é\{erd to see that the source-destination maximum achievable

Note that the above iteration is guaranteed to converge, : ) .
. . . -~ rate under multi-antenna relay beamforming with per-amaen
though it may lead to a local maximum if there are multiple

local . Th h h . d inititidiz constraints is the same as the maximum beamforming achiev-

nczg?h(r;réa;lma. us, such approachrequires good Initiadiaa . p\e rate of a correqunding duz_;ll SIMO channel. _
Note that even though joint optimization is desirable, ieslo Theorem IZ: The max'mrleﬂg; ac.h'.e(;/abl.e rlate Or]: an AF. multi-

not have to be performed at the relay to achieve an optimal Sag;?nnablre aying fsys(tje Ixle IS ennc;’:h\/loto the maximum

tem performance. For instance, the joint optimization can éc levable rate o adua SIMC_) SYSIESiL .

done at the source and destination to obtain the optfinal). . Note that th? maximum achievable rate of a SIMO system

The relay only needs to consider the optimization problen (és well known in the literature [28].

using the equivalent channels at the first and second heps,

h, andh,, respectively. In this cas@V obtained at the relay g gngle-Antenna Source with Multi-Antenna Destination

would still be jointly optimal. The benefit of doing this, tead ) o )

of letting the relay perform joint optimization, is two-thi1) !N this case, the destination hag, receive antennas and

Reduced computational complexity at the relay; 2) ReducH¥des @ beamformar for receive beamformmg._ The channels

(feedback) overhead: the relay only needs to obtain the c&jthe 1st and 2nd hops abe andHrgl,ayrespectlvely. The AF

of the equivalent channels, andh,, instead offf; andH,. MIMO relaying system is given as, . ,,,- We denote the

dual MIMO system asS)i™Q.., given by

IV. RELAY BEAMFORMING ACHIEVABLE RATE

We now consider the maximum achievable rate under AF
multi-antenna relaying with per-antenna power constsaartd 31'\\{'1”‘23\[2 _ _ o
its dual relation to that of a point-to-point system. Therses uncertain noise covariancg- X
destination achievable rafe is directly related to the received Channel HI @y
SNR at the destination byz = 1log(1 + SNR). Thus, the _ _ _ o
maximum achievable rate is obtained by finding the maximuf€ré is as in (21) withA and v satisfying (19) and (20),

received SNR at the destination under the per-antenna po®Bf h2 in (21) is replaced byr”H,)" for a given unitary
constraints. We use the results obtained in Section Il {RNsSmit beamforming vectar Note that the maximum beam-

establish the dual relation. forming achievable rate of a MIMO system is well known in

Consider the same system setup as described in Skgrature [28].

tion 1I-A. To ease the explanation, we denote the AF MIMO Theorem 3: The maximrlélr;} achievable rate of an AF multi-

Source: M, antennas, total power constraiRt
Destination: N2 antennas, and

relaying system agﬁaizvad’ given by antenna relaying systed v, ,;, with receive beamforming
° is identical to the maximum beamforming achievable rate
Source: M; antennas, and per-antenre a dual MIMO systemS);". with transmit and receive
power constrain®,; beamforming. _ . .
relay Relay: N antennas, and per-antenna Proof: For a given beamforming vectar at the desti-

nation, the equivalent channel over the second hohsis=
o (Hir)*, and the system is converted to an equivalent single-
Destination: M, antennas antenna destination system with channkis h,. Thus, by
Relay channels H;, Hs. Theorem 2, the achievable rategﬁf!?gde, for any givenr, is

MsxNxMgy power constrainf’,;




the same as a dual SIMO system with char@élH,)” ®h,. respectively. Letb andr be the transmit and receive beam-

. . - ay
Since forming vectors at the source anld desUnanrtS‘@?stde,
relay

(" H,)” @ hy = vee(h, (t7H)) = (HY @ hy)r*  (44) respectlvel_y. For giver a?e(ljai, 31\4_stde can be converted
to an equivalent systens, ;. , with single-antenna source
where the second equation is by the fact that(AXB) = and destination, with equivalent channels at the first hap an

(BT ® A)vec(X). Thus, from (44), it is clear that the dualsecond hop beindh; = H;b and hy — (rfH,)T. Thus,
SIMO system with channelr’H,)” @ h; is equivalent to a by Theorem 2, the maximum beamforming achievable rate of
MIMO system with transmit beamforming, where the MIMQSE\Z'?‘){Nde is the same as a dual SIMO system with channel

channel is given by} © h, and the transmit bleamforming(rffHQ)T ® (H;b). The dual SIMO channel can be rewritten
vector isr*. Therefore, the achievable rate 8, ,,,. for as

any givenr, is the same as the beamforming achievable rate

H T H
of a dual MIMO systemS‘I'\('I'L‘ffj’vz, with transmit beamforming (r"Hz)" ® (Hib) = vec((H;b)(r" Hz))
vectorr* (and the optimal receive beamforming). = (H} ® H;)vec(br?)
The maximum beamforming achievable rate is obtained by = (H? ® H,)(r* @ b). (46)

maximizing the rate over all possible beamforming veator
Sincegg‘i'?gxM and SMIMO ' have the same achievable ratd he expression in (46) indicates that we can view the dual
1

MaxN2 . . .
for any givenr, it is clear that they have identical maximunsystem as a dual MIMO channel with transmit beamforming,
beamforming achievable rate. m Where the dual MIMO channel iBHlZ ® H; and the transmit

beamforming vector isc* @ b. The dual MIMO system,
MIMO H H
C. Multi-Antenna Source with Single-Antenna Destination denoted asSy 3,2, 18 described by
Similar to Section IV-B, the channels at the 1st and 2nd Source: M M, antennas
hops areH; and h,, respectively. The AF MIMO relaying total power constrain®,

system is given as};™ . Denote the dual MIMO system SMIMO

MIMO i My MgxN?
asSy e given by d

Destination: N2 antennas, and
. . . 2
uncertain noise covananc—j'géz
Source: M, antennas, Channet H! ® H;

per-antenna power constrau]@: where the covariance matriX is as in (21) withA and v

Sifx= ¢ Destination  N? antennas, and ) satisfying (19) and (20), ant; andh, in (21) are replaced
uncertain noise covarianc—j'giE by H;b and (Hr)* for given beamforming vectofs andr,
Channel h, ® H, ’ respectively. Thus, the achievable rateS§} ... for any

_ . . o given b andr, is the same as the maximum beamforming
whereXJ is as in (21) withA andv satisfying (19) and (20), achievable rate of a dual MIMO syste@™ . with
andh; in (21) is replaced b, b for a given unitary transmit transmit beamforming vector being ® b.

beamforming vectob. Notice that the equivalence of the dual MIMO system
Theorem 4: The maximum achievable rate of an AF multi-sMMO and the MIMO relay system;fe'ay as es-
. elay . . . s MaxN?2 - : MsxNxMg*
antenna relaying systes;* ., with transmit beamforming tabiished above, limits the transmit beamforming vector to
is identical to the maximum beamforming achievable ratfe form r* ® b. Clearly, by choosing all possibléb,r),
of a dual MIMO systemS);"Q» with transmit and receive the resulting beamforming vector set is strictly a subset
beamformmg. . _ of all possible MIMO beamforming vectorbymo’s, i.€.,
Proof: Similar to the proof of Theorem 3, the equivalen{r* @ b} ¢ {bmmo}. Thus, instead of establishing a direct

channel over the 1st hop is; = H;b. For a givenb, the equivalence between the maximum beamforming achievable

achievable rate a5 ., is the same as a dual SIMO systemate of S s, and that of Sy17 ., we are only able
with channelh; ® (H;b), and to show the following bound.
hy @ (H;b) = (hy ® H,)b. (45) Proposition 5: The maximum be?\egljormlng achievable rate

of an AF MIMO relaying systemSy;~, v, 5, With transmit

The RHS of the above equation can be viewed as a MIM&hd receive beamforming at source and destination is upper
channelh; ® H; with transmit beamforming vectds. There- bounded by the maximum beamforming achievable rate of
fore, the achievable rate cﬁ’ﬁj}(’ml is equivalent to a dual a dual MIMO systemSy;M7 _ . with transmit and receive
MIMO system S}MQ.., for any givenb. It follows that the beamforming.

maximum beamforming achievable rate, maximized over all

: : rela
possibleb, is the same foS);? y,; and SYMQ.. | V. NUMERICAL RESULTS

A. Power Usage under Per-Antenna or Sum-Power Budget

D. Multi-Antenna Source and Destination We compare the performance under per-antenna power
Now assume the source and the destination Bdy@and)/; minimization of P, in (9) with that under the sum-powét,,,,,

antennas for transmit and receive beamforming, respégtivaminimization at the relay, wherg,,,,, = N P,.. The source and

The MIMO relay channels at the two hops df and H,, destination are equipped with single antenna. Although the
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problem of sum-power minimization (or its reverse problerfBuch comparison is unavailable in previous studies that onl
of SNR maximization) has a clear closed-form solution, mosbnsider a sum power constraint.
practical applications are constrained by the per-antponeer For the source and destination equipped with single-aatenn
budgets. Our purpose is to analyze the difference of the poveensider the centralized system with a sindleantenna re-
usage statistics under the two cases. lay®, and the distributed system witi single-antenna relays.
The solution of relay processing design for destination SNIRer-antenna power budget is considered in both systems. For
maximization under a relay sum-power constraint is obthin¢he centralized case, the advantage lies in the joint psiogs
in [4]. The optimal relay processing matrix, denotecWsis,,,,, of received signals at the relay, while in the distributedeza
has a closed-form solution. Und®&/¢ . , the maximum des- each relay can only process its own received signals. We
tination SNR is obtained. Using this result, the correspagd are interested to quantify the loss of such distributed neatu
minimum sum-powePs,,, for a given destination SNR targetof relay beamforming as compared to the centralized joint
. is readily obtained a.,, = (;OEE(UEZLP;HMW)% processing. The solution for the optimal distributed relay
; . — (Pollh1]”—0o7v0)[ha]l i indivi
In our simulations, the noise powers at the relay and Bga@mforming under individual relay power budget for SNR
the destination are set to be equél = o2, and we set maX|m_|zat|on was obt_ame_d an_alytlcally in _[29] (qn altaive
the source transmitted power and noise variance such tRgfnerical approach is given in [30]). Using this result, we
P,/o? = 10dB. The entries oh; andh, are assumed i.i.d. compare the performance of the two systems. .
complex Gaussian with zero-mean and variance 1. Let SNR.ni and SNRis, denote the maximum
Fig. 3 shows the average per-antenna power usage QAR achleved_ under the centrah;ed an_d distributed
required SNR targety, for the number of relay antennas’®ldy beamforming systems, respectively. Fig.6(a) shows
N = 2,4,6 under both power objectives. The average pek:[SNRuistr/SNReent:] Vs. Py/o7, the average received SNR
antenna power usage is averaged over all antennasloder & €ach relay antenna fav = 2,4,8; Fig. 6(b) shows the
channel realizations. As shown in the plot, the sum-pow&PespondingZ[SNRuisi,] and E[SNRuent:] VS. Po/o7. We
objective results in less average power usage than the p&y the received SNR at relay by changing noise variarfce
antenna power objective does due to the flexibility of powahile fixing the transmit power at the sourég = 10dBW.
distribution among antennas. The gap increases as the munjbgan be seen that the loss due to distributed processirg firs
of antennasV increases. Nonetheless, the small gaps indicdficreases from the noiseless (high SNR) to noisy case, then
that the power usages in the mean sense are close unded§fg€ases as the noise becomes high (low SNR). Intuitively,
two type of constraints. joint processing helps rgduce effectlye noise when noise
To study the statistical behavior of antenna power usalfél is moderate, but it becomes ineffective when the
under both types of power minimization, we presents in Fig./PiS€ becomes dominant. The biggest loss is approximately
the probability density function (PDF) of power usage on thedB-2dB for N' = 2 to 8. It is particular to note that the
first antenna at the relay, faN = 2,4,6. As we see the biggest Iqss happens in the range of SNR which is typical in
variance of power usage on a fixed antenna under the p&€ practical systems.
antenna power control case is much smaller than that unéer th
sum-power control case. Heavier left tails for the sum-powe

case indicates on average more power usage on each fixed —o—Per-Ant Power
— * = Sum Power

antenna when per-antenna power control is imposed. Oyerall
the per-antenna objective results in less peak-to-averager
consumption per antenna than the sum-power objectees does.
The difference increases with the number of antennas at the
relay.

In Fig. 5, we compare the PDF of the maximum power
usage among all antennas at the relay under both types of
power minimization objectives. We see a clear shift of power
profile of the maximum power consumption among antennas
under the two cases, where the case with per-antenna power -15 " - - m > ”
control results in a lower peak power consumption. This Target SNRYy, (dB)
indicates per-antenna power control results in bettemoalaf

the power usage among antennas than the sum-power control Fig. 3: Average per-antenna power usage vs.
does required SNRyo.

Avg. Tx Power at Relay Ant. (dB)

B. Centralized vs. Distributed Relay Beamforming

With the solution of the optimal relay processing matrix
under relay per-antenna power budget obtained, we can n
compare the performance of a centralized relay beamformin
system with that of a d|5t”bUte_d r.elay beamforming System t sye can also consider it as a system with single-antenna relays with
qguantify the loss due to the distributed nature of processinoint processing capability.

VI. CONCLUSION

In this paper, we have investigated the design of multi-
é\fenna relay processing matrix for unicast AF MIMO relay
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beamforming with per-antenna power control. By transfoigni

the original non-convex problem and solving it in the Lagyan
dual domain, we have established the duality between relay _ i - -
beamforming system with (equivalent) single-antennaeur  Proof: Following the property(A @ B¥)vec(X™) =
and destination and direct SIMO beamforming system witff¢(AXB) for matricesA, B, andX, we have

uncertain noise C(_)variance. Thig enables us to ob'_[ain a—semi hIWh; = (hy ® hy) vec(W7) = (hHW)* (47)
closed form solution of the optimal relay processing matrix

parameterized by the Lagrange dual variables. The solutivherew = vec(W*#). Similarly,

not only reveals the structure of the optimal processingimat . + T T T o\ %
but also allows us to reduce the computational complexiQ}/lQW =hy WI= (h; @ 1) vece(W") = ((he © T)"w) "
of the original problem, through drastic reduction in th&herefore, we have

number of optimization variables and constraints, as well a . i i ) i

an efficient SDP formulation of the dual problem to determine oy |lhy W[[* = w” (hohy @ Io7)w = w'Rgw  (48)

the dual variables. Following this, both SNR maximizatioghere we have used the propefty ® B)(C® D) = AC @

problem with given per-antenna power budgets and joi{py o arrive at the second equation. Substituting (47) and
optimization of relay processing matrix and source/desitm (48) in (4), we have (11). n

beamforming vectors for MIMO relay beamforming are dis-
cussed. We have then examined the beamforming achievable
rate in general MIMO relaying systems with multi-antenna
source/destination. The duality relation of the maximurarbe
forming achievable rate of the MIMO relaying system and that ~ Proof: Note thatRg is a positive semi-definite matrix.
of the direct MIMO system is established for scenarios with feasible solution forw will not be in the null space of
different antenna setups at the source and the destination.Rg, denoted as niRg}. If w € null{Rg}, i.e, Rgw =0,

APPENDIXA
PROOF OFLEMMA 1

APPENDIXB
PROOF OFPROPOSITION1
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from (4) it is clear thatSNR = 0. Thus, we only consider Thus, we have

w ¢ nul{Rg}. 1
Forw ¢ null{R,}, consider the following upper bound for VP,|wih| > /A, [Rg W] | . (54)
the received SNR as in (11) of Lemma 1 od
P,[hw|? Sincew is only unique up to a phase rotation, we can remove
SNRyp = ———5- (49) || from the left hand side (LHS) of (54), and assumé&h to
HREWH be real. In this case, (54) is a SOCP constraint, and we have

converted the optimization problem (9) to an SOCP problem
The optimization problem (6) is feasible only if there exist .
w (or W), satisfying per-antenna power constraint (8), such e Pr (55)
that SNR,,, > v,. The per-antenna power constraint (10) cagubject to (54)
alyvays be sati_sfied by scalivg ascw (can be seen from (53)), wH (Pohih? + o®I)w; < P, fori=1,---, N.
without changing the value &NR.,;, in (49). This means the
problem (6) is feasible only if there exists, such that Note that strong duality holds for the conic form of an SOCP
- problermt®. However, the constraint (54) is not in conic form,
max Pow " hh”w > Y. (50) and the problem (55) is non-convex. In [32, Proposition 33, t
wenul{Rg}  WHRgw ¢ optimality conditions on non-convex optimization probem
with constraints in the form of (54) are given. The result
here further implies that strong duality also holds for the
OCP problem (55) to its Lagrangian dual problem. To prove
Proposition 2, we only need to show that the Lagrange dual
of the problem (55) is the same as the Lagrange dual of the
problem (9). We use a similar argument as in [11, Proposition

P
7—hHR;h > 1. (51) 1] to show this.
P
H _ R ythy}
Yo

The LHS of (50) is a generalized eigenvalue problem #th

in singular form [31]. The objective function is maximize
when w is the principle generalized eigenvectﬁlgh, and

the maximum value of LHS is given bi#,h’ R} h. Thus, we

need

The Lagrangian of (55) is
Observing the structure of the LHS, we have

1
LI(P"WW’A/Z-?I/I) = PT +I/I {H [ng
o4

1
h’Rih = (b @ h{) <(th§1’)T ® ;1> (hy ® hy)

T

N
1
— (hgf (hzhg)ThQ) ® (ﬁhfhl) + ZA;{wff (P,hih{’ + o21) w; — P.}. (56)
r =1
_ hi'h, (52) The Lagrangian of the original problem (9) is given in (13).
o2 Comparing the two Lagrangians, the difference lies in the

where the first equation follows the fact theA @ B)" = second term. Let

AT ®B~!, for A being singular and being invertible, and oA
the second equation is from the facA ® B)(C @ D) = N
(AC) ® (BD). Combining (51) and (52), we have (12).1

+ & |WHh| > o0y4.
\/ Yo

We convert the second term in (56) as

-
3
Riw

Od

[ 1
APPENDIXC R w! || _ [ £ [whh|
PROOF OFPROPOSITION2 L Yo
Proof: We first show that the constraint function in (10) _ V_/ {02 + HR%WHQ B |WHh‘2} (57)
is convex. To see this, sind& 7 = [w, - --wy], (10) can be c d 7 Yo ’
rewritten as and (56) becomes
/
(Wb W W wl (b 20w, X, = Pt {4 Rl - 2 )
(53) c Yo
N
for i = 1,--- , N. This shows that the constraint function is + 3 Nfw! (Pohyh{f + 071) wi — P}
convex W.r.t.w;. Pt

_ HY _ H H1H
Note thatw = vec(W™) = [wy’,---,wy|™. From the gjhce . is lower bounded by, > 0, for any v/ e [0, 00),
SNR expression in (11), the constraint (7) is a NON-CONVEY changing the variable — V' /e, there existy € [0, 00),

function w.r.t.w. However, it can be converted into an SOCR,ch that we arrive at the expression exactly the same as the
constraint [25]. To see this, the inequality in (7) can bEagrangian for (9) (also shown in (13)). Thus, the optinitzat

rewritten as problem (9) has zero duality gap to its dual problem. m
1 2
Rg2w 10The conic form of an SOCP probleni.g, with conic inequalities) is
P convex [25], and strong duality holds between the conicafprimal problem
d and its conic dual problem

1
Py w? > 5, (| RG wlf* + 07) = 7o
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APPENDIXD resulting SNR equalSNR°(P,); at the same time, the per-

PROOF OFLEMMA 2 antenna power usage in (10) undéw® is 2P, < P,

Proof: Using (21) and the definition oh, the matrix Pecause’. < F. This contradicts the assumption tht is
inequality constraint (24) can be rewritten as optimal fory = SNR?(P,). It is also straightforward to show

SNR?(P,) is continuous w.r.tP,. Furthermore, we show that
A® (Phuh +621) 4 vhohil © <031 _ &hlh{1’> »= 0. anyy <SNR’(F,) is achievable. By scalin§v° with ¢ > 0,
we obtainW = ¢W?°. Let ¢ be
By the feasibility condition (12) in Proposition 1, o2
ol — %hlh{*’ is an indefinite matrix. Since all forwarding €= %|h2TWoh1|2 — o2||hTWe|2 >0
links are activej.e, |ho;| > 0, Vi, for the above condition ] ] - ) .
to hold, we have\; > 0, Vi, or A = 0. Thus, any feasible where the _d_enomlnator is positive singe< _SNR (PT).. It
solution of (25) need to satisfy (20), and we can replace (1630 be verified that the corresponding received SNR is
by (20). Since the optimal objectiv6NR’(P,) is continuous and
From the expression & in (21), the constraint (20) meansStrictly monotonically increasing with?,, and any~y <

3 is positive definite. [11, Lemma 1] states that, for positive R () is achievable, it is clear that for any givep, the
definite matrixA, A = bb” < b#A~1b < 111, Thus, the MINIMumM per-antenna powét. is attained wheSNR’(P,) =

]

SNR constraint (24) under (20) is equivalent to 70, i-8. PP(SNR®(P,)) = P.. Thus, the problems (9) and (60)
are inverse problems.
’/_PohHgflh <1. (58) For the SNR maximization problem (41), the per-antenna
0 power constraint (42) can be rewritten as

The constraint (27) under (20) is also equivalent to (58).
Consequently, the two optimization problems (25) and (26)

1
5 [P,Whih{! W + c2ZWWH] < (62)
are equivalent. |

which has the same form as the constraint (61). Furthermore,
the optimization problem (43) is essentially in the samenfor

of the optimization problem (9), with an additional conaliti
o . of n € [0,1]. Thus, we can directly apply the above result

~ Proof: Atoptimality, the minimum per-antenna powef ¢4 the common per-antenna constraint case to the pair of
in (9) is the same as the value of the objective function ")'(170ptimization problems (41) and (43). -
As we have shown in the proof of Theorem 1, the problem
(17) is equivalent to the problem (26), and the solution ef th

latter is given by the solution of (32) or equivalently

APPENDIXE
PROOF OFCOROLLARY 1
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