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Abstract—We investigate the optimal relay beamforming prob-
lem for multi-user peer-to-peer communication with amplify-
and-forward relaying in a multichannel system. Assuming eah
source-destination (S-D) pair is assigned an orthogonal emnel,
we formulate the problem as a min-max per-relay power mini-
mization problem with minimum signal-to-noise (SNR) guaran-
tees. After showing that strong Lagrange duality holds for his
non-convex problem, we transform its Lagrange dual problem
to a semi-definite programming problem and obtain the optima
relay beamforming vectors. We identify that the optimal soltion
can be obtained in three cases, depending on the values o
the optimal dual variables. These cases correspond to wheth
the minimum SNR requirement at each S-D pair is met with
equality, and whether the power consumption at a relay is the
maximum among relays at optimality. We obtain a semi-closed
form solution structure of relay beam vectors, and propose a
iterative approach to determine relay beam vector for each D
pair. We further show that the reverse problem of maximizing
the minimum SNR with per-relay power budgets can be solved
using our proposed algorithm with an iterative bisection sarch.
Through simulation, we analyze the effect of various system
parameters on the performance of the optimal solution. Fur-
thermore, we investigated the effect of imperfect channelide
information of the second hop on the performance and quantif
the performance loss due to either channel estimation erroior
limited feedback.

Index Terms—Multiple users, peer-to-peer, per-relay power,
power minimization, relay beamforming.

|. INTRODUCTION

relays. Efficient physical layer design of cooperative yilg
to support such simultaneous transmissions is crucial.

We consider a multi-user peer-to-peer relay network in a
multi-channel communication system, where multiple seurc
destination (S-D) pairs communicate through multiple kng
antenna relays using the amplify-and-forward (AF) relgyin
strategy. Orthogonal subchannel allocation to each commun
cating pair is assumed to avoid multi-user interference. Fo
gach S-D pair, all relays assist the pair’s transmissiom thee
assigned subchannel through cooperative relay beamfgrmin
We consider that each relay has its own power budget,it
cannot share power with another relay. This is a more pictic
scenario, especially for distributed relay systems. Owuu$o
is on designing the optimal relay beamformers, aiming at
minimizing per-relay power usage while meeting the minimum
received signal-to-noise (SNR) guarantees.

The vast majority of the existing literature on cooperative
relay beamforming design is focused on a single S-D pair,
considering perfect or imperfect CSI [4]-[7], multi-antenre-
lay processing matrix design [8]—[11], and relay beamfoigni
design for two-way relaying [12]-[15]. For multi-user peer
to-peer relay networks, relay beamforming design has been
considered for single-carrier systems [16]—[25]. For imuster
transmission in a single-carrier system, each S-D paiessff
from the interference from other pairs, causing significant
performance degradation and is the main challenge in relay
beamforming design. Due to the complexity involved in such

Cooperative relaying is one of the key techniques to improfe Prolem, an optimal solution is difficult to obtain. Typi-

quality of service and efficient resource usage in our waele ; X
It has been adopted in current and future muRroposed or suboptimal problem structures are considered f

systems.

cally, approximate solutions through numerical approacre

channel based broadband access systems, such as the?@@iytical tractability.

generation (4G) orthogonal frequency division multipleess

In contrast, cooperative relay beamforming in a multi-

(OFDMA) systems with LTE and LTE-Advanced standargghannel system can avoid multi-user interference through

[1], [2]. It is also the underlying technique for many poiaht

subchannel orthogonalization. However, it adds a new desig

features for 5G evolution [3]. In such a network, there afghallenge of creating additional dimensions of power stgari

typically multiple communicating pairs as well as availab
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|For each relay, its power is shared among subchannels for
relaying signals of all S-D pairs. For each S-D pair, all ysla
participate in beamforming the transmitted signal, affert
the power usage of all relays. Thus, the optimal design of
relay beamformers for per-relay power minimization rersain

a challenging problem.

A. Contributions

« In this paper, we study the optimal relay beamforming
problem for multi-user peer-to-peer communication in
a multi-channel system. Assuming perfect CSI, we for-
mulate the multi-channel relay beamforming problem as



a min-max per-relay power minimization problem within [21] for the perfect CSI case and in [18] when only second-
minimum SNR guarantees. Showing that strong Lagrangeder statistics of CSI are known at the relays. In [19], a
duality holds for this non-convex problem, we solve it imobust MIMO relay processing design with CSI estimates is
the dual domain. Through transformations, we expressnsidered for sum MSE minimization and MSE balancing
the dual problem as a semi-definite programming (SDRhder a total relay power constraint. For a network with
problem to determine the optimal dual variables, whichultiple MIMO S-D pairs, the total source and relay power
has a much smaller problem size than that of the originadinimization problem subject to minimum received SINR is
problem and can be solved efficiently. considered in [23] and an iterative algorithm is proposed to

o We identify that the optimal relay beamforming solutiojointly optimize the source, relay, and receive beam vector
of the original problem can be obtained in three casesd the source transmission power.
depending on the values of the optimal dual variables. For single-antenna cooperative relay beamforming, the
These cases reflect, at optimality, whether the minimuptoblem of total relay power minimization subject to minima
SNR requirement at each S-D pair is met with equalitgINR guarantees has been considered for multiple S-D pairs
and whether the power consumption at a relay is the [17], where an approximate solution is proposed based
maximum among relays. Among these three cases, i€ the semi-definite relaxation approach. Joint optimizati
first one corresponds to the feasibility of the originadf the source power and distributed relay beamforming is
problem. For the second and third cases, we obtaincansidered for the total power minimization in [22]. For a
semi-closed form solution structure of relay beam vector§ingle-carrier relay beamforming system with multiple S-D
and design an iterative approach to determine the relgyirs, the relay sum power minimization problem is studied i
beam vector for each S-D pair. [24] using an interference zero-forcing approach. In castr

« We further study the reverse problem of max-min SNRge consider a multi-channel system and we solve the per-
subject to per-relay power constraints. We show thelay power with optimal beamforming, which is technically
inverse relation of the two problems and propose &&r more challenging.
iterative bisection algorithm to solve the max-min SNR To the best of our knowledge, the per-relay power minimiza-
problem. _ tion problem in multi-channel multi-relay systems has been

« Through simulation, we analyze the effect of the numbeg,gied only in [29]. However, the solution provided these i
of relays, as well as the number of S-D pairs on the.omplete. In this work, we propose an algorithm to provide
power and SNR performance under the optimal relay .ompjete solution in several possible cases. It can bershow
beam vector solution. Furthermore, we investigate thga; the solution in [29] is one special case of our solution
effect of imperfect CSI of the second hop. We quantify ¢ " case 3 in Section I1I-B3). Our algorithm transforms
t.he. performance loss due to e|th_er qyantlzatlon error wi Re dual problem into an efficient SDP problem and uses an
limited feedback or qhannel estimation error. It is founfarative approach to find the solution. In [29], howevee th
that the loss due to imperfect CSI is mild. Furthermorey .5 problem is directly solved using a subgradient method.
the loss due to quantization is less sensitive to the nuUmMRgEeqver, we have investigated the effect of imperfect CSI
of relays than that due to channel estimation error. e to quantization error or channel estimation error, evhil

only the true CSI is assumed in [29].

B. Related Work

The problem of optimal relay beamforming design for
a single S-D pair has been extensively studied under to@l Organization and Notations
and per-relay power constraints [4]-[15]. For the mulgius
downlink broadcast channel, MIMO relay beamforming has The rest of this paper is organized as follows. In Section
been considered in [26], [27]. For transmission of multile I, the system model is described and the min-max per-relay
D pairs, the design of relay beam vectors has been studR@wer problem is formulated. In Section Ill, the min-max-per
under different metrics, including sum rate, sum mean sgudelay problem is solved. We discuss three different casds an
error (MSE), relay power, and total source and relay powdi{opose an SDP-based algorithm to obtain the optimal relay
for single-carrier systems [16]-[25] and for multi-chahnéeam vectors. In Section 1V, we discuss the reverse problem
systems [28], [29]. Most of these works consider only thef maximizing the minimum SNR subject to per-relay power
total power across relays either as the constraint or dbgectconstraints. Numerical results are presented in Sectiand,
of the optimization problem, which renders the optimizatioconclusions are drawn in Section VI.
problems analytically more tractable [16]-[24], [28]. Notation: We use|| - || to denote the Euclidean norm of a

There has been much study on MIMO relay beamformingector. © stands for the element wise multiplication. We use
for multiple S-D pairs. For example, in [16], a robust desigt)”, (-)¥, and(-) to denote transpose, Hermitian, and matrix
of MIMO relay processing matrix to minimize the worst-caseseudo-inverse, respectively. The conjugate is repreddny
relay power has been proposed for multiple S-D pairs, whefg*. The notationdiag(a) denotes the diagonal matrix with
the relays have only CSI estimates. With multiple MIMQliagonal entries consisting the elements of veatdr denotes
relays, the MIMO relay processing design has been congldeen N x N identity matrix. We useY > Z to indicate that
to minimize the total relay power subject to SINR guarante@&$ — Z is a positive semi-definite matrix.



where g,,, 2 [gm.1, -+ ,gm.n|T is the second-hop channel

(2]
«H///'lﬂ\j ~ vector for S-D paimmn, with g,, ; being the channel coefficient
o ° on subchannein from relay ¢ to destinationm, W,, 2
o [ ® . . A T :
: ° ° diag(w,,), with w,,, = w1, -+ ,wn n]* being the relay
@ ° ° beam vector for S-D pairn, and ng,, is the AWGN at
TX\,E\E " destinationm with zero mean and varianee;, respectively.
R ﬁ . The power usage of relayis given by

M M
Pr,i — Z E[|wm,1ym,z|2] = Z Wyl;ILRszWm (4)
m=1

Fig. 1. The system model for multi-pair multi-channel re@ymmunications. m=1

whereR,,, £ diag([Ry,m]1,1,- -+ [Rymlnn), With R, 2

Poh,,hE + 21, form = 1,--- , M, andD; denotes theV x
N diagonal matrix with 1 in the-th diagonal entry and 0
A. System Model otherwise.

We consider a two-hop wireless AF relaying system where Definef,, 2 gmOhy = [hm1Gma, s hm.ngm.n]L. The
M S-D pairs transmit data through relays in a multi- received signal power at destination is obtained by
channel communication system. All the nodes in the network N
are equipped with a single antenna. We assume that a directPS=m = Polgn Winhnhy, Wyigl] = Powi Fowi - (5)

link is not available between each S-D padrg(, due to long whereF,, A (£,,£17)*. The total noise power at destination

distances). The multi-channel system is assumed to coatain,, incjyding both the receiver noise and the relay amplified
leastM frequency subchannels. Each S-D pair is pre-assignggise is given by

a subchannel for its data transmission which is orthogamal t

II. SYSTEM MODEL AND PROBLEM FORMULATION

all other S-D pairs. Each relay can transmit received sgnal Py =Emn Wler el Wo.n, ] + 0]
from all sources over their assigned respective subchannel =wlG,w,, + 03 (6)

The system model is illustrated in Fig.1.

Since each S-D pair is pre-assigned a subchannel, withewtereG,, 2 o2 diag ((gmgﬁ)*). Thus, the SNR at destina-
loss of generality, we assume S-D paitr communicates tion m is given by
throughN relays over subchannel. The S-D transmission is
established in two phases. In phase one, each source ttansmi SNR,, = (7
its signal to all the relays. The received signal at relayer
subchanneh is given by We use SNR as the quality-of-service (QoS) metric. Many

other QoS metrics, such as BER and data rate, are monotonic

Ym.i = v/ Polm,ism + 1rm.i () functions of SNR. We assume perfect knowledge of G8l,

where h,,, ; is the channel coefficient on subchanmelbe- {hm,gm}—1, in designing the relay beam vectors.
tween sourcen and relayi, s,, is the transmitted symbol
from sourcem with unit power,i.e., E[|s,,|?] = 1, Py is the B. Problem Formulation
transmission powéy andn, ., ; is the additive white Gaussian We focus on a power efficient design of relay beamforming
noise (AWQGN) _at f_e@? on subchannek with zero mean and for multi-pair communications. Our goal is to minimize the
varianceo, which is i.i.d. across subchannels and.relgys. Ti?ﬁaximum per-relay power usage by optimizing the relay beam
received signal vector at all relays over subchammé$ given e 1qrs \while meeting the received SNR requirement at each

Powﬁmem
wHG, W, + 02’
mITmWm d

by destination. This min-max relay power optimization prable
Ym = vV Pohymsm + 0 (2) s given by

where h,, 2 (B haa)? and m, 2 0 max P ®
M1, snemn]T are the first-hop channel vector PiwlF

;T Ly ? 11,4 . X . ow \u%
and the relay noise vector for S-D pair, respectively. subject to Hm—mmg > Ym, m=1,---, M. (9)

. o ) . Wi G Wy, + 03

In phase two, each relay multiplies its received signal _ _ o
over subchanneh with a beamweightu,,, ; and forwards it Denoting P.max = max; P,.;, the min-max optimization
to destinationm. The received signal at destinatiom from Problem (8) is equivalent to the following problem
all relays over subchannet is given by min - Prmax (10)

{Wm}7PT,max

'm = g;z;wm)’m + Nd,m M
=V POg%Wmthm + g;z;wmn'r,m + Nd,m (3) SubjeCt to Z WngDsz < Pr,maXa 1= 17 U aNa

m=1
INote that for simplicity, we assume the transmit powey is the same (12)
for all sources. It is straightforward to extend our restdtshe scenario with d (9
different transmit power at different sources. an ( )



1. MINIMIZING MAXIMUM PER-RELAY POWERUSAGE The dual problem (13) can be shown to be equivalent to the

The per-relay power minimization problem (10) is nonf_ollowmg problem:

convex due to the SNR constraint (9). To solve it, we first M

examine the feasibility of the problem. Then we show that the max Z o] (17)

solution can be obtained in the dual domain. The dual problem T om=1

is further converted into an SI?P with polynomial worst-case subject to Ky = am Py £, m=1,--. M, (18)

complexity. We obtain a semi-closed form structure of the TYm,

beam vector{w,,} and propose our algorithm to obtain the N

optimal dual variables in determiningw,,, }. doai<t, (19)
We first give the necessary condition for which the opti- i=1

mization problem (10) is feasible. and (14).

Proposition 1: A necessary condition for the feasibility of

the relay power minimization problem (10) is To see the equivalence, note that if either (18) or (19) is

not satisfied, there exists som@v,,, P-max} resulting in

. Pog L({wm}, Prmax, A, &) = —o0, Which cannot be an optimal
1512121\4 »y_mfm Grnfm > 1. (12) solution of the dual problem (13). Therefore, the constsin
(18) and (19) are met at the optimality of the problem (13).

Proof: See Appgr)dix. A. ) ... After the inner minimization with respect to (w.r.{jv,,} and
Note that the condition in (12) directly reflects the fedgipi Py max, the objective of the dual problem (13) is equivalent to
of the SNR constraint in (9), as shown in Appendix A. IRt in (17).

other words, if the condition in (12) is not satisfied, the SNR To solve the problem (17) for the optimal dual variables
constraint (9) cannot be satisfied for all no matter what {X\°,a°}, we now show that it can be reformulated into an

{wm} is used. SDP given below to obtain the solution.

A. The Dual Approach

Although the optimization problem (10) is non-convex, we ) -
show that the strong duality holds and hence the problem (10) ~ subject to b’y <1, y =0

min al'y (20)
y

can be solved in the Lagrange dual domain. The result is given M+N
below. > YW, 20, m=1,--- M
Proposition 2: The per-relay power minimization problem J=1
(10) has zero duality gap. A A A
Proof: See Appendix B. wherey = [O‘T’)‘T]T'Aa = [Foi1a, 08al™ b N
By Proposition 2, since the zero duality gap holds fol®irx1>1hxi)’ s Pmm = %fmfi{ - Gny, Uomyi =
the problem (10), the optimal beam vectdre®,}»_ can —Rp,D; form =1,--- M, « =1,--- N, and all other
be obtained through the Lagrange dual domain. Aett ¥m.; are zeros. o _
- Ay]T anda A lar, - - ,a]T denote the Lagrange The above SDP can be solved efficiently using a standard

SDP solver [30]. Obtaining the optimal beam vector solution
[{an M_ of the problem (13) depends on the values of the

optimal dual variableg\°, a°}. In the following, we partition
the values off A\°, a°} into three cases and derievo, } M

multipliers associated with the per-relay power constréit)
and SNR constraint (9), respectively. The dual problem ef t
problem (10) is given by

m=1
max  min LW}, Prmaso A, @) (13) in each case. We first present the following lemma showing a
Ao Wi}, Promax certain condition on the value @f°.
subject to A = 0, = 0. (14) Lemma 1: If A° = 0, thena® = 0.

Proof: See Appendix C.
Note that\® anda? are the optimal dual variables associated
M N with the per-relay power constraint (11) and SNR constraint
LUWm}, Promaxs A, @) = Z Um0 + Promax(1 — Z i) (9), respectively. The Karush-Kuhn-Tucker (KKT) condit
1=1

The LagrangiarL({wu, }, Pr max; A, &) in (13) is given by

m=1 require complementary slackness. Thus, Lemma 1 indicates
M Py that if the per-relay power constraint is activiee( attained
+y wi (Km - = fmff,f)wm with equality) at optimality, then the SNR constraint iscals
m=1 m active at optimality. However, note thaf, could be zero for
(15) somem, if A¢ is zero for some.
where
K, 2R, Dy + a,,G,, (16) B. The Optimal Beam Vector {w?,}

Using Lemma 1, in the following, we partition the values
andDy 2 diag(Ay, -+, AN). of {\°, a°} into three cases to deriviev?, }2_,.



1) Case 1: A° = 0. In this caseK,, in (16) reduces to  As analyzed above, at optimality, except S-D pairrelay:
a., G,,. For the constraint (18) to hold, we haw¢ = 0 (also does not forward signal from any other souraez M. Thus,
see Appendix C). As a result, the objective in (17) becomésobtainw?, for m € M, we now propose the following relay
zero. If the SNR constraint (9) could be satisfied forsall power minimization problem by excluding the consideration
i.e, the original problem (10) is feasible, the optimal objeetivof S-D pairsn and restricting the power usage on refay
has to be strictly greater than zero which is a contradiction . -

This implies the per-relay power minimization problem (i) {wmgg}w}yprp’” (25)
infeasible. In other words, if the optimization problem 19

. H -
feasible, there should be at least arguch that (11) is active subject to ) | Wil Ry Dywp, <0,

at optimality,i.e., \¢ > 0. meM . .

2) Case2: X° % 0 and\° # 0. In this case, we havs? = > wiR.Diw,, <P, Vi#i, (26)
0 for somei’s anda?, = 0 for somem’s. In the following, we meM
first consider the case in which at optimality, only one entry and (24).

T, o : "
n A a_nd @ s strictly positive. In other word;, only one Following similar argument as Proposition 2, we can show
S-D pair and one relay meet the SNR constraint and power

constraint with equality, respectively. Then, we explaowh at zero duality gap holds for the prol_)Ie_m (25). This pr_nble
. . . can be reformulated in the dual domain into an SDP, given by
to extend our solution to the case in whigh > 0, a2, > 0

for arbitraryi’s andm’s. Denotern andi such thatn?, > 0
and); > 0, respectively, andy;, = 0 for m # m and\{ = 0 min ¢’y (27)
for i # 4. In this case, we havi; = 1 from the maximization Y
problem (17), since its optimal objective is increasing.tw.r
As

In the following, we first obtain the optimal beam vector -
w2 . For m # i, the optimal beam vectow?, cannot be y=0,dy <1

derived in a §imillar way as that f(wfh.. Instead, we formulate wherey is defined the same way as in (2@)js defined the

a new optimization probleom to obtawy,. same way as in (20) except for then-th entry, ¢,;, being
Proposition 3: Assumea;, > 0. The optimal beam vector zer andd is defined the same way asin (20) except for

wy, for the per-relay power minimization problem (10) ispe (M + 7)-th entry being zero.

given by The terms corresponding to S-D pair are eliminated in

° _ (K f (21) b(_)th the objective and cor_lstraints of (27), which is coesist

with the problem formulation (25).

where For the optimization problem (25), we repeat our procedure

-1 to evaluate the values di’,, m € M}.2 If a8, > 0 for all

m?

F
G 20y 7—?|ng%*£,%|2 — K% 1G K, s (22) m € M, then we can findw?,, m € M} similarly to Case 3

m?

as discussed in the following. Otherwise, we follow the step
with K¢ obtained by substituting the optimal dual variableg obtain the solution in Case 2. For example, suppose the

M+N
subject to Z Yi¥m; 20, meM,

j=1

aZ, and A into (16). per-relay power constraint (26) and SNR constraint (24) are
Proof: SeeAAppendix D. N active for some relay and some S-D paifi, i.e., A2 >0 and
Define M = {1,--- M} \ {m}, and defneP;; = ag > 0. Let P? denote the minimum value of (25). As the

w2, "R»D;wg, as the power used at relayfor S-D pair minimum objective of (10) iSP7,,.., We haveP? + P, . <
m. The beamforming vectorgw.,,,m € M} are determined p? . . and we can findv?, with similar structure as in (21)
through solving the following feasibility problem by substituting the optimal dual variables obtained fror)(2
into (16).
find {w,, m € M} (23) So far, we have proposed our algorithm to obtain the optimal
subject to max P + Z wiR,, Dyw,, = P hax»  beam vector solutiofw?,}, assuming only one entry ia°
- meM and \° is strictly positive. The proposed procedure can be
PywhHF,,w,, extended to the general case where multiple entries’iand
wH G W, + 03 A° are positive. In this case, we defifig 2 {m | a2, > 0}

A o . .
There is no unique solution for the feasibility problem (23nd Zx = {i [ A7 > 0}. According to Proposition 3, the

However, we can always scale,, such that (24) meets Optimalwy, for m € Z, has a similar expression as in (21).
with equality form € M. Since we assume?, = 0 for Then, we can solve a feasibility problem similar to (23) to

m +# 1, the optimal objective of the original problem (10) idind wy, for m € {1,---, M} \ Z,. The feasibility problem
Pe... = a%02. By Proposition 2, this means, at optimalitycan be reformulated into an SDP similar to (27) with updated

r,max

the Lagrangian in (15) is2,02. It follows that, under the ¢, d, and¥,, ; according toZ, andZ,.
assumedx®, A\°, we havezmefvl wf,{NRmD;wm = 0. Since
A; > 0, the power constraint (11) faris met with equality,
and we have?; ; = Py

,max"*

> Ym, m € M. (24)

2Note that the problem (25) is feasible. This is because wsiden Case
2 for the original problem, which means the problem is fdasifhus, only
Cases 2 or 3 will happen in the subsequent iterative proeedur



Algorithm 1 Solving the per-relay power minimization prob-on the complexity analysis of the standard SDP form, for the

lem (10) SDP with M + N variables, and\/ linear matrix inequality
1: Check the feasibility condition (12). constraints of the size given, the computation complexéy p
2: Solve the SDP problem (20) to obtain the optimal duaeration to solve (20) i) ((M + N)2M N?). The number of
variables{a°, A°}. iterations to solve SDP is typically between 5 to 50 regaslle
3: ObtainZ, = {m | ag, > 0} andZy = {i | A{ > 0}. of problem size [31]. Thus, the complexity to solve the SDP
4: SetIl, = Z,. is O((M + N)>MN?).
5. while Z,, # {1,--- ,M} do Note that the overall computation complexity to solve
6:  ComputeKy, and findwy, in (21) for allm € Il,.  the optimization problem (10) depends on the values of the
7. Updatec andd as defined below the problem (27). optimal dual variables. As shown in Section 1lI-B, if Case 3
8: Solve the SDP problem (27). happens, only one SDP problem (20) is solviegl, the com-
o0 FindIl, ={l€{l,---,M}\Zsfaf > 0} plexity is given byO((M + N)2M N?). If Case 2 happens,
andIly = {qg € {1,--- , N} \ Z)|A > 0}. at mostM SDP problems formulated as (27) are solvied,
10:  UpdateZ, =7, UIl, andZ, = 7, UII,. the worst-case complexity is given I((M + N)*M2N?).
11: end while In both cases, the algorithm has a polynomial worst-case
12: ComputeK?, and findwy, in (21) for all m € II,,. complexity w.r.t. the number of relays and S-D pairs. Note

that the above analysis is based on worst-case complexity

estimates. In practice, the complexity is much lower than th
3) Case 3: \° > 0. According to Lemma 1, we hawe® - worst-case estimate [31].

0. FromK,, in (16), this means that K¢, —a? G, > 0, then

ag, > 0 for all m, and the solution is given by Proposition 3. IV. MAXIMIZING MINIMUM SNR

Accordmg to the proof in Appendlx D, it can be shown that

oy P“fHK" g, =1, form = 1,---, M. In this case, since

o "~ 0, we obtain the optimal beam vectowg), directly by

The ultimate end-to-end performance measures of the net-
work such as the data rate or bit-error-rate (BER) are direct
the semi-closed form solution given by (21). functions of the recgived SNR. It is ofter? de_sirable to maxi-

Corollary 1: The maximum per-relay power for the originalm'ze th? worst re_ce|ved. SNR at the destinations und(_er power

o constraints. In this section, we formulate the max-min SNR
problem (10) is given by . :
problem subject to per-relay power constraints, and shatv th
it is the inverse problem of the min-max per-relay power
Py max Z a0y =04 Z 2 fHKO Tf (28) subject to SNR constraints. Thus, we propose an iterative
algorithm through bisection search to solve the max-min SNR
Proof: The first equality in (28) is due to the zero dualityproblem.
gap by Proposmon 2. As shown in Appendix D for Case 3, In a typical system, the relays have the same front-end
we haveZx 0fHKO £, =1at optimality. Substitutingy;,, amplifiers and the destinations have the same minimum SNR
into the obJect|ve of (17), we arrive at the expression at threquirements. In the following, we assume identical péayre
right-hand side of (28). B power budgets and minimum SNR requirements for the relays
Combining Cases 2 and 3, we summarize our algorithamd destinations, respectively. Extension to the noneumif
for solving per-relay power minimization problem (10) inpower and/or SNR requirement scenarios can follow a similar
Algorithm 1. approach, and is omitted for simplicity.

Note that for both Cases 2 and 3, the beam vector solutionThe problem of maximizing the minimum received SNR
has the semi-closed form structure given in (21). Hence, wader a maximum per-relay power budget can be formulated
can provide the necessary and sufficient condition for the
feasibility of (10). Note that for(; in (22) to be real, the

term in the bracket at the right-hand side of (22) should be {gljfﬂ (30)
positive. Therefore, the problem %0) is feasible if andydfl M
there exists = 0, A = 0, with >;*, \; < 1 such that subject to Y WHR,Diwy, < Prg, i=1,-++, N,
m=1
Y1 pHKT 2 Hyet T
nin |f K £l — £7K! G, K £, > 0. (29) SNR,, > 7. m =1, M

whereP, ; denotes the relay power budget. The min-max relay
C. Complexity Analysis power optimization problem (10) with a common SNR target

Now we analyze the complexity of Algorithm 1. Note that® 'S 9VeN by

the optimization problem (10) has been converted to an SDP min P, (31)
problem in (20) withM + N variables andV/ linear matrix {wm},Pr

inequality constraints. The SDP can be solved efficiently subject to SNR,, >~o, m=1,---, M,

using interior-point methods with standard SDP solverdisuc M

as SeDuMi [31], [32]. In the following, we analyze the waiRmDiwm <P,i=1--,N.

complexity based on the standard SDP form in [31]. Based m=1



Algorithm 2 Solving the min SNR maximization problem (30)

L Set’yo,min such thatp:(/YO,min) < PT,O and Y0, max such ool
that P°(v0.max) > Pro. Sete. ol
2: Setyy = W N
3: Solve the optimization problem (31) undsy. wl
4 if P°(yo) > Pro then =
’ Qos N =2fori=0,...,5
5: Setyo,max =y and P. =0 (or P, < P.g —¢€). < !
6: else .
7: Setyo.min = Yo and P, = P?(vo). .
8: end if .
9: if P. < P.og— ¢ then Wy
10: Repeat (3)_(9)1 0therW|Se, retum' ’ ° Ave;age n;rmalizged recleoived ;ilgnal i)zower 1(3dB) * ”
11: end if
Fig. 3. CDF of average normalized received signal power With= 2.
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Fig. 2. CDF of maximum normalized relay power witd = 2. Fig. 4. CDF of average normalized received noise power With= 2.

We use the notations®(P.) and P°(v,) to denote the V. NUMERICAL RESULTS

optimal objectives in problems (30) and (31), to emphasize|, this section, we provide numerical results to evaluage th

their dependency oi. o and,, respectively. The following performance of the proposed min-max relay power algorithm.

proposition shows the property of’(F,.0) as a function of | simulation, the noise powers at the relay and destinatien

Pro. set too? = 02 = 1. The first and second hop channdlg,
Proposition 4: The optimal max received SNR’(P,.0) is andg,, are assumed i.i.d. zero-mean Gaussian with variance

a continuous and strictly monotonically increasing fuoitof 1. The normalized source transmit power (against destinatio

Pro, and anyy < v°(P;,0) is achievable. noise power) is set t&, /02 = 10 dB. A total of 1000 feasible

Proof: See Appendix E. realizations are used. Unless otherwise specified, theuliefa

Following Proposition 4, the min-max per-relay powefinimum SNR guarantees are setg = 7 = 5 dB for

P,o is achieved whem?(P,,) = no, for any v, i.e, m=1,-" M3

P?(7°(Pr0)) = Pro. Hence the optimization problem (30)

is the inverse problem of (31).e., A. Effect of the Number of Relays
In order to study the effect of the number of relays,
P2 (v°(Pr0)) = Pro, v°(P2(70)) = 0. on the maximum relay power, we plot the CDF Bf ;. /0

obtained in problem (10) under different channel realorzgi

As a result, the SNR maximization problem (30) can bas shown in Fig. 2. We set/ = 2. The number of relays
solved iteratively by solving the per-relay power minintiga are chosen asV = 2* for i € {0,---,5}. It can be noticed
problem (31) with bisection search on the maximum per-reldjat asN increases, the CDF is shifted to the left, and it also
power targetP, such thatP, — P, . The steps to solve becomes more concentrated. In addition, the CDF curves do
the max-min SNR problem (30) using bisection search afét converge ad’ becomes very large. In fact, those curves are
summarized in Algorithm 2. It is shown in [31] that SDP probuniformly shifted to the left. The uniform shift is becauske o
lems have nearly linear convergence regardless of the gmrobithe power gain achieved by relay beamforming. The tightgnin

size. Furthermore, it is well-known that the bisection aittpon
SNote that because of the differences between [29] and oudisasssed

_USEd_m Algorithm 2 converges 10g(70,max — Y0,min) — 108 iy section I-B, we do not perform any comparison of our solutivith that
iterations. of [29] in simulation.
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of CDF curves reflects the *hardening” of the effective cheinn®™ Eﬁe(_:t of the Number of S:D Palrs_
due to beamforming, in the sense that the distribution of theFor fixedN = 4, the CDF of maximum relay powef,. i ax

effective channel becomes tighter. from the problem (10), normalized agairtsﬁ, undelr various
The CDFs of the average received signal in (5) and noigBannel realizations is shown in Fig. 6, willi = 2* for i ¢
power in (6), each normalized agains}, with N = 2i for {1,---,4}. As expected, a8/ increases, more relay power

i €{0,---,5} and M = 2 are shown in Fig. 3 and Fig. 4,is neede_di.e., the CDF is shifted to. the right. _
respectively. In both figures, we observe thatMaincreases, N Fig. 7, the average minimum received SNR
the CDF is shifted to the left. Furthermore, the amount oft sh{tminm SNR.,) - versus  averageP,max/cg is presented
decreases, and the CDF shape becomes tighter. In Fig. 4WH8 N =4, andM = 2' for i € {1,---,5}. We see that,
N increases, the amplified noise is reduced to zero, and fe€xpPected, the averagen,, SNR,, increases with average
overall noise converges to the receiver noise, which is 0 dBrmax/0, While it decreases a8/ increases because the
This happens because the beam vector nowy, || decreases number_ of SNR constraints increases. Consequer_nly, the
as N increases. For Fig. 3, a increases, the normalizedrelays increase transmission power in order to satisfy the
received signal power converges to 5 dB which is the minimusiNR requirementy, for all destinations.
SNR requirement.

To demonstrate the result of the max-min SNR problefa Effect of Imperfect CS

(30), in Fig. 5, the average minimum received SNE, So far, true CSl is assumed. To observe the robustness of the
min,,, SNR,,, versus averag®, ,.x/o3 is plotted withA// = proposed algorithm w.r.t. the limited number of CSI feedbac
4, and N = 2¢ for i € {1,---,5}. To generate each curve,bits and channel estimation error, we consider the follgwin

we set the minimum SNR requirement from -10 dB to 10 two scenarios when second-hop perfect CSl is not available.
dB. For eachy, value, 1000 realizations are generated and In Scenario 1, there is no error in estimating the second-
the averageanax/ag and min,, SNR,,, are computed for hop CSI. However, there is a limited number of feedback bits
each realization. We see from Fig. 5 thatjn,, SNR,, is in order to send data to the relays. We consider equiprobable
a monotonically increasing function df, .,.x/c3. Also, for quantization of channel coefficients [33]. L& denote the
fixed Prymax/ag, the minimum received SNRuin,, SNR,, number of available feedback bits. In the equiprobable ttuan
increases by more than 5 dB a5doubles. zation, every real and imaginary part of the channel coefiici



We have numerically evaluated the proposed algorithm, and
analyzed the effect of various system parameters on the
performance of the optimal solution. Furthermore, we have
investigated the effect of imperfect CSI over the second, hop
and quantified the performance loss due to limited feedback
or channel estimation error.
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" ——— True CSI PROOF OFPROPOSITION1
oal g Proof: The upper-bound oSNR,, is given by (7) by
R L _ - ignoring the receiver noise? in the denominatoi.e.,
Maximum normalized per-relay power (dB) H 2
—_— A Po 2w
SNR,, = M (A1)
Fig. 9. Empirical CDF 0f P, max /02 for true CSI and Gaussian channel Wi Gm Wi,

estimation error (Scenario 2) with/ = 2. Note that a feasiblev,, is not in the null space of,,, i.e,

w,, ¢ null{G,,}. The upper-bound (A.1) is invariable w.r.t.
on a subchannel is quantized with equal probability acogydith® scale ofw. For a fixed SNR upper-bound, the per-relay

to the CSI distribution, which is complex Gaussian. power constraint (11) can be satisfied by scaljrg}. Hence,
In Scenario 2, the second-hop channels are estimated vittfecessary feasibility condition of (10) is given by
estimation error; however, no feedback limit is imposed. Pyt w,,|?

Specifically, let us definéi = h + ah, where h is the | 0%, Srg S -7 T T L, M. (A2)

true subchannell, is the estimated subchannel used in thﬁ ina th luti f th lized ei | bléw. t
optimization problem. The estimation errér is assumed sing the solution of € generallized eigenvalue pro '

Gaussianj.e, h ~ CN(0,1). The weighta is set to adjust 'Ce;f}'?a'?d Sid: 1Of '(\IA'Z_) ishmaxri]mized_by subsltitutil:g,j&f :
the variance of error w.r.t. the variance of true CSI. P?HmGIP? (1'2 ).' ott)ltng t datt gztrﬁaxmu][n. vaiue Ol E 1) is
In Fig. 8, the CDF oﬂDT,max/oﬁ under true CSI is compared” 0'm ~m® (12) is obtained an € proot is complete. m

with that under imperfect CSI Scenario 1 wil8 bits (B bits

for each real and imaginary parts), whdBe= 2 and 3. Note

that the performance under limited feedback is close to the

case of true CSI. The degradation is similar for Allvalues. Proof: In order to prove the strong duality property, (10)
Finally, Fig. 9 shows the CDF 0P, .. /02 of true CSI is rewritten as an SOCP problem in conic form. The SOCP in

as compared with that under imperfect CSI Scenario 2 wig@nic form is convex and therefore has zero duality gap [30].

the channel estimation error being= 0.1 and 0.3. Again, We need to show that the dual of (10) is equivalent to the dual

we observe that the performance gap from the true C8fthe SOCP.

APPENDIXB
PROOF OFPROPOSITIONZ2

. . . . A
case is relatively small. Furthermore, we observe thatkenl ~The per-relay power constraint (11) is convex w.wt.=
Scenario 1, the performance is sensitiveNo In particular, [w7,---,w3,]”. However, the minimum received SNR con-
the performance degradation increasesvVamcreases. straint (9) is non-convex. Reformulating the SNR constrain

(9) in a conic form, we have

1/2
VEW ] > H [Gm Win

In this paper, we have investigated the problem of relay od
beamforming design in a multi-user peer-to-peer relay agtw (B.1)

in a multi-channel system. Assuming perfect CSlI, the probley; o thatw,, can have any arbitrary phasee, it is obtained

of minimizing the maximum per-relay power usage subjeghiqely up to a phase shift. The phase could be adjusted such
to minimum received SNR guarantees is formulated. It Bat wHf. becomes real-valued for — 1.--- . M. Hence

shown that the non-convex problem satisfies strong dualime optimization problem (10) can be recast as
We have expressed its dual problem as an SDP with poly-

VI. CONCLUSIONS
]H M, M.

nomial worst-case complexity. Based on the values of the mi}gl Pr max (B.2)
optimal dual variables, we have studied the optimal relay” ™' "™

beamforming vectors of the original problem in three Cases. . o &wa N G %w,, 1 M

These cases have reflected at optimality whether the minimuit ™ m oy P T

SNR requirement at each S-D pair is met with equality, and (B.3)
whether the power consumption at a relay is the maximum
S and (11)

among relays. Furthermore, we have shown that maximizing
the minimum received SNR subject to a fixed maximum relayhich is an SOCP. The problem (B.2) is non-convex since the
power constraint is the inverse problem of min-max relagonstraint (B.3) is not in conic form. It is known that strong
power subject to a minimum SNR constraint. The max-miduality holds for SOCP in the conic form, but it may not hold
SNR problem is solved iteratively using a bisection searcim general forms [30]. However, the primal-dual optimality
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conditions for the problems with constraints in the form of APPENDIXD

(B.3) are provided in [34, Proposition 3]. Following a sianil PROOF OFTHEOREM 3

proof,_ it can be shown that (B.2) has_zero dualit)_/ gap. Inthe  proof: Suppose thal\® satisfies the necessary condition
following, we show that the Lagrangian of (10) is the samg | emma 1,i.e, the optimal dual variables are in the set
as the Lagrangian of (B.2) using a similar proof as in [3%efined by Lemma 1. The constraint (18) can be rewritten as

Proposition 1]. . o an equivalent inequality using [35, Lemma 1] as follows. The
The Lagrangian of (10) is given by dual problem (17) is equivalent to
N M
Ly = Pr,max + /\z( WngDzwm - Pr,max) (B4) M
; mz_l max max Z amaﬁ (D.1)
M P m:lP
0
+§:am®§+W5Gmwm—;ﬁWﬁ&f) subject to YU PHK-1E <1 m=1,--. M, (D.2)
m=1 m m

] ) . (19), and (14).
The Lagrangian of (B.2) is obtained by
In the following, we show the duality between (D.1) and SIMO

N M beamforming problem similarly to [35]. Comparing (D.1) kit
Ly = Prmax+ Y _Ai( Y WHRuDiW,, — Prmax) (B5)  the optimization problem
i=1 m=1

M

M 1/2 P . 2
n Z G ‘ [Gm Wm:| H . —0|ngm| . max min Z Um0y (D.3)
ooy g4 Ym m=1
. amPO Hyr—1
" subject to oK, f,>1, m=1,--- M, (D.4)
: é Gm Wm P H m
Denotingp,, = H o ]H+ 7—2|Wmfm| > o4 and con- (19), and (14),
;/:rtlng the last term of the Lagrangian (B.5), it is equivale we see that the inner maximization in (D.1) becomes mini-

mization in (D.3) and the SNR inequality is reversed. Substi
tuting (16) into the left-hand side of (D.2), we define

N M
L2 = Pr,max + Z Xz( Z WngDsz - P’r,max)
i=1 m=1

mP
i b (o) & TR (D.5)
+ Z a_m(aﬁ + WgGme - WﬁfmF)' S . . o . .
o= Pm Ym which is a monotonically increasing function af,, > 0 for

A°. Therefore, the constraints (D.2) and (D.4) are met with
Sincey,, > o4, by changing the variables,, = 9=, there equality at optimality. The two problems (D.1) and (D.3) dav
existsa,, > 0 for anya,, > 0 andm = 1,--- , M such that the same optimal value?, satisfying®,,(a2,) =1 for m =
(B.4) and (B.5) become exactly the same. As a result, strohg - - , M, i.e, the optimization problems (D.1) and (D.3) are

Lagrange duality holds for the non-convex problem (10l equivalent. The SIMO beamforming problem (D.3) is given
by substitutingw,, = <= KT f,, into

m=1¥m7

APPENDIXC & 2
PROOF OFLEMMA 1 mfxvlv%lg Zl AmTa &8
_ - : . : mPolwif, |2
Proof: Substituting (16) into (18), the constraint (18) is  gypject to % > gy m=1,--- M, (D.7)
equivalent to | Kmwm
(19), and (14).

Py, g
— —f,f£7) = 0. C.1 o : . .
Ym m) - (€.1) For M destinations each equipped with antennas, the inner

minimization of (D.6) is the SIMO beamforming problem,
Using contradiction, we show that,, — %fmfﬁ is an where the transmit power and destinati@annoise covariance

indefinite matrix. Suppose th&,,, = £2f,.f//. SinceG,, is matrix are>>"_, a,,02 andK,, 2 MKW respec-

a positive-definite matrix, we havig f2 G, 1f,, < ~,,. ([35, tively. The solution of the inner minimization of the SIMO
Lemma 1]). This contradicts the necessary condition for theamforming problem (D.6), is obtained ky., = anfm.
feasibility of (10) as shown in Proposition 1. X° >- 0, there Note that (D.3) is given by substituting?, into (D.6). The
existsa?, > 0 such that constraint (18) is satisfied. Note thaolution w2, can be scaled by any non-zero coefficignt
the objective of the dual problem increasesogs increases. such that the scale@ﬁv;’n is also an optimal solution. Hence,
If there existsA¢ = 0 for somei, thena$, can be zero for the optimization problems (D.1) and (D.6) are equivalent.
somem. B Considering the condition fo® in Section 111-B2, we have

RmD)\ + am (Gm



®5(ag,) = 1 sincea?, > 0. Hence, the solution of (D.6) [10]
can be used to obtain onky?, in (10). The optimalw?, for

m # 1 cannot be obtained using the solution of (D.6) becau
the constraints (D.2) and (D.4) are not met with equality If
a2 = 0. The optimalm-th beam vector in (10) is given by
w2 = (K2 f5 since the strong duality holds for (10) aélz]
shown in Proposition 2 and the solutien?, is unique only
up to a scale factor. Due to KKT conditions ang}, > 0, the
SNR constraint (9) is met with equality. The coefficient (&2)

(23]

H ~ ~ .
obtained by substitutingv2, into vﬁsgmim = v, Which  [14]
completes the proof. " ! (]

[15]
APPENDIXE

PROOF OFPROPOSITION4 116}

Proof: Using contradiction, it can be shown that the
optimaly°(P,.o) is strictly monotonically increasing function 17]
of P,o. Suppose thafw,,}}_, is the optimal beam vector
of the max-min problem (30) achieving®(P.). Let us
assumeP.; > P.o and 1°(P.1) < ~°(P.) for some
P.; and P.o. The beam vector§w,,}* , can be scaled
by a real-valued) < x < 1 such that, undefxw,,}M_,,
the SNR becomes® (P, ;) with the resulting maximum per-
relay power usage?*P,o < P.i. This contradicts with the [2q]
assumption that?.; is optimal fory = 4°(P,.). It is not
difficult to show thaty°(P. ) is continuous w.r.t.P.o. In
order to show that anyy < ~°(P.o) is achievable, let us

denoter £ argmin,,—1 ... as SNR,,, and

[19]

[21]

[22]
A 0d
n= T

P, 2
(TOWII,LIFVW,, - waywy)

> 0.

(E.1)
[23]

Note that the denominator afis positive sincey < v°(P,.p).
After some manipulation, it can be shown thatw,, }M_,
achieves any arbitrary < v°(P,p). [ ]

[24]
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