Interference Minimization in Cooperative Relay
Beamforming with Multiple Communicating Pairs

Ali Ramezani-KebryaStudent Member, |IEEE, Ben Liang,Senior Member, |IEEE, Min Dong, Senior Member,
IEEE, Gary BoudreauSenior Member, |IEEE, and Ronald Casselman

Abstract—We consider a cellular network where each cell con-

tains multiple source-destination pairs communicating tliough
multiple amplify-and-forward relays using orthogonal channels.
We propose an optimal relay beamforming design that minimies
the maximum interference at the neighboring cells subjecta per-
relay power limits and minimum received signal-to-noise raio
(SNR) requirements. Even though the problem is non-convexye
show that it has zero Lagrange duality gap, and we convert itgl-
ual problem to a semi-definite programming problem. Dependig
on the values of the optimal dual variables, we study three s
to obtain the optimal beam vectors accordingly. This resuls in
an iterative algorithm that provides a semi-closed-form opimal
solution. We extend our algorithm to the problem of maximizing
the minimum SNR subject to some pre-determined maximum
interference constraints at neighboring cells, by the soliion to
the min-max interference problem along with a bisection seah.
The solution to this max-min SNR problem gives insight into
the worst-case signal-to-interference-and-noise ratidcSINR) given
some maximum interference target. The performance of the
proposed algorithm is studied numerically, both for when the
knowledge of interference channel is perfect and for when iis
imperfect due to either limited feedback or channel estimabn
error.

Index Terms—Relay beamforming, multiple users, interference
minimization, multi-channel system.

|. INTRODUCTION

Next-generation wireless networks are characterized by h@

erogeneous infrastructure consisting of base station¥ 4B&

relays in cooperative communication. Furthermore, the n

Internet-of-Things paradigm will foster a large populatiof

diverse user equipment (UE), which may engage in compl
communication patterns that include both traditional BS-U

transmission and UE-UE transmissiomg., in a device-to-

will only be exacerbated in future systems that utilize @éar
number of small cells, relays, and D2D nodes. One approach
for interference management is to control the maximum inter
cell interference (ICI) as a worst-performance guarantee.

We consider a cellular network where multiple source-
destination (S-D) pairs communicating through the assigta
of multiple amplify-and-forward (AF) relays within a cell.
These S-D pairs are generally defined. For example, they may
represent D2D communication between UEs, or the multiple
communication links between one BS and multiple UEs in
the cell. Using a multi-channel system, such as orthogonal
frequency division multiple access (OFDMA) as in LTE-
Advanced [2], [3], each communicating pair is assigned an
orthogonal subchannel to avoid intra-cell interferendee Te-
lays assist each S-D pair’s transmission by forming codjpera
relay beamforming over the pair's assigned subchannel.

Although free of intra-cell interference due to orthogonal
subchannel allocation, these communicating pairs stilisea
ICI to neighboring cells, which needs to be carefully coltéa
to provide satisfactory performance guarantee. In thiskywe
aim at designing optimal relay beamforming for multiple S-D
pairs within each cell to minimize the maximum interference
caused at the neighboring cells, while satisfying the mimm
ignal-to-noise ratio (SNR) requirements and per-relaygyo
constraints. This formulation is suitable for certain tyjé ap-

eq»cations or traffic patterns where some fixed rate is exgmgct

e.g., VoIP. We also intend to find a pre-determined maximum
ingerference threshold in each neighboring cell under witie
worst-case signal-to-interference-and-noise ratio (Iat the
destinations of the desired cell is maximized.

device (D2D) mode. In these systems, radio interference isThe design of relay beamforming in order to minimize
a crucial yet challenging issue, due to the many randonlfy! is challenging. Most ICI mitigation techniques for rela

located transmitters and receivers. Interference manageim

networks in the literature focus on the scheduling problem,

cellular networks is a challenging problem, and the diftigul i-€., resource block allocation [4]—{8]. These techniques could
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not precisely control the amount of interference at the meig
boring cells. To the best of our knowledge, the problem of
minimizing the maximum interference at neighboring cells
by relay beamforming has not been studied in the literature.
Furthermore, most of the existing results in beamforming
consider only a total power constraint across the antennas,
which increases analytical tractability. However, in (iea
scenarios, we often need to consider an individual powet lim
for each relay [9]-[12].

tIn the following, we first summarize the main results of
lis work and then explain their relation to prior work in the
literature.



A. Summary of Contributions For multi-channel systems, such as those based on OFD-

We first formulate the relay beamforming problem in ordd!A, ICI coordination techniques have been studied in [19]-
to minimize the maximum interference in multiple neighigri [29]- The proposed approaches in the literature include-pow
cells under minimum SNR requirements and per-relay pow@f control, network MIMO, opportunistic spectrum access,
constraints. Although the problem is non-convex, we shodf@ptive frequency reuse factor, sphere decoding, ang dirt
that it has zero duality gap and hence can be solved in th@Per decoding. The problem formulation in this paper is
Lagrange dual domain. We then transform the dual prob|eql1|fferent from all of those available in the literature. Irder
into a semi-definite programming (SDP) problem with a mud® Mitigate ICl, we consider relay beamforming, which leads
fewer number of variables and constraints compared with @ uniquely complicated optimization problem. Relay co-
the original optimization problem and as such can be solv@@erative communication in interference limited enviremts
efficiently using interior-point methods. has been considered under various criteria such as capacity

Depending on the values of the optimal dual variable§]roughput, area spectral efficiency, and received SINR{30
we identify three cases to obtain the optimal beam vectdg#l- However, the objectives of these works do not include
accordingly. These cases represent whether the minimum Si reduction. . . _
requirement and per-relay power constraint are met wittaequ C! mitigation techniques for relay networks in multi-
ity, and whether at optimality the interference at a desioma Channel systems have been studied in [4]-[8], which focus
in a neighboring cell is the maximum among destinationslin 4" Scheduling and resource management. The authors of [4]
neighboring cells. The first case corresponds to the irfidiagi  2ve Proposed a radio resource management strategy fpr rela
of the min-max interference problem. For the other two casé!Ser association, resource allocation, and power cortiang
we propose an iterative algorithm to obtain optimal relagrbe with four scheduling methods for power allocation in the ICI
vectors with a semi-closed-form structure. environment. In [5], the performance of different relayastr

We also consider the problem of maximizing the minimurfli€S: One-way, two-way, and shared relays, has been studied
received SNR subject to maximum interference at each neidh-interference-limited cellular systems. Assuming Garss
boring cell and per-relay power constraints. We show that tfignaling, the achievable rate for each strategy is derived
max-min SNR is the inverse problem of minimizing the maxiln [6], @ joint subcarrier allocation, scheduling, and powe
mum interference subject to a pre-determined SNR constraifPntrol scheme has been proposed for ICl-limited networks.
We propose an algorithm to solve the max-min SNR problefip" relay-aided cellular OFDMA-based systems, the authors
iteratively using the solution to the problem of maximun®f [7] have p_ro_posed an interference coordmayon hearisti
interference minimization and bisection search. Furtlieen Scheme consisting of two phases, each performing a resource
by limiting the interference from each neighboring cell, wé&'location algorithm. In [8], a game theoretic frameworke
propose a solution to the problem of maximizing the Worsinterference goordmauon game has been developed toatgtig
case received SINR. To this end, we solve the max-min SNerference in OFDMA-based relay networks, and a low
problem under an appropriate maximum interference targe£OMPIexity algorithm is proposed to reach its equilibrium i

In order to gain insight into designing this system in pra@ distributed way.
tice, we study the received worst-case SINR versus the maxi-/ '€ @bove works are the most related to our work. However,

mum interference target numerically. Interestingly, a tmaxn  None of them considers relay beamforming, which leads to
worst-case SINR is identified for different system setup&@ COMPlex optimization problem as shown in this paper.
Using the obtained optimal relay beamforming solution, weurthermore, none of these works aims to directly minimize
investigate the effect of the number of relays, S-D pairs| aiCl, which could be significant if the interference chanrel i
neighboring cells on the maximum interference and worsitrong- Finally, it is important to find the maximum worst-
case SINR. We further study the performance of the propose’f€ received SINR in a multi-channel system with multiple
algorithm when the knowledge of interference CSI is imperfeS-D Pairs, especially for delay-sensitive applicatiorgureng

due to either limited feedback or channel estimation error. 9uaranteed worst bit-rate. This paper is the first to addhess
min-max interference and max-min SINR problems with relay

) ) beamforming.

B. Relation to Prior Work For a single S-D pair and a single multi-antenna relay, the

For single-channel systems, joint encoding and decodipgoblem of relay beamforming to minimize per-antenna power
across the base stations has been proposed to mitigate thgbeen considered in [10]. In this paper, we consider pheilti
ICI [13], [14]. In [15], joint optimization of source power single-antenna relays in a multi-channel system, with iplelt
allocation and relay beamforming to maximize the minimur8-D pairs. Furthermore, in this paper, the power used across
SINR has been studied for a single-carrier FDMA systersubchannels has a sum limit and interference minimization
Further base station cooperation or coordination, in theafof is the objective. In [35], we have studied the problem of
“virtual” or “network” multiple-input-multiple-outputfIMO)  relay beamforming to minimize per-relay power usage in a
systems, have been extensively studied in the literat8g-[1 multi-user peer-to-peer network. Different from [35], ihig
[18]. These base station coordination techniques demangaper we consider interference to multiple neighborindscel
huge amount of back-haul communication to share the dataa cellular system under relay power constraints. The new
streams among the cells. In this work, we do not considErmulation and constraints add more difficulty to solvitg t
data sharing between the base stations or relays. problem. Although both problems use the dual method and



involve dual variable case discussions, the case disaussio
involved in finding the optimal solutions in this paper are ST\
much more complicated and challenging than those in [35]. In Desired channel  ———p»  / ) \
addition, as shown through simulation in this paper, the-min
max interference approach significantly outperforms the pe
relay power approach in terms of the maximum interference
to neighboring cells.

C. Organization and Notation

The rest of this paper is organized as follows: In Section II, /
the system model is described and the min-max interference \
problem is formulated. The min-max interference problem is \
solved in Section Ill. In Section IV, we study the problems of \
maximizing the minimum received SNR and SINR subject to \ourees
some fixed maximum interference threshold at the neighgorin
cells. Numerical results are presented in Section V, and \
conclusions are drawn in Section VI.

Notation: We useA = B to denote thatd by definition
is equivalent toB. We use]| - || to denote the Euclidean
norm of a vector® stands for the element wise multiplication.

We use(-)”, (1), and ()T to denote transpose, Hermitian,

and matrix pSEUdO-inverse’- respectively. The CODJUQate iia 1. The system model for multiple communication pairse Bolid and
represented bY)* The nOtatIOI’tiiag(a) denotes a diagonal daéhéd lines show the desired and interference channsiseatesely.
matrix consisting of the elements of a vectarWe useE[]

to denote the expectation andB) to represent the trace of

B. I denotes anV x N identity matrix. We useY >~ Z to where h,, Pty s hmn]T  and n,, EY
indicate thatY — Z is a positive semi-definite matrix. [rmas - s nemn]’  are the first-hop channel vector
and the relay noise vector for S-D pait, respectively.

In phase two, each relaymultiplies the received signal over
A. System Model subchanneln by a complex coefficients,,, ; and forwards it

As illustrated in Fig. 1, we consider a cellular system whete destinationm, for 1 < m < M.! The received signal at
each cell containd/ S-D pairs,N relays, and neighboring destinationm from all relays over subchanngt is given by
cells, and all nodes are equipped with a single antenna. A

\

A

II. SYSTEM MODEL AND PROBLEM FORMULATION

T
multichannel communication systera.d., OFDMA) consist- rm = 8 WnZm + 1dm (3)
ing of M orthogonal subchannels is used in each cell. Each = \/Eg;{lwmhmsm + glemnr,m + Na,m 4)
source transmits data to its destination through the relays A .
using a specific subchannel, and each subchannel is assighB8€8m = [gm1,- - ,gm.n]" is the second-hop channel

to one S-D pair, so that the S-D pairs within the same cMgctor for S-D pairm, with g,,; denoting the channel co-

do not interfere with each other. In this work, we study th@ff'c'eAnt over subchanneh fArom relay i to destinationm,

interference caused by the relays in one cedsifed cell) to = W, = diag(wy,), with w,, = w1, -+, wi,m |7 denoting

the destinations in its neighboring cells. the relay beam vector for S-D pait, andng,, is the AWGN
We consider the half-duplex AF protocol for relayingat destinationn with zero mean and varianes.

where the direct path is ignored. Assume that S-D pair  The power usage of relayis expressed as

communicates throughv relays over subchanneb. The S- M M

D communication is established in two phases. In phase one, p — Z E|wm,izm.i|?] = Z wiR, Diw, (5)

each source transmits its signal to all the relays. In theelks 1 ooy
cell, the received signal at relayover subchanneth is given A L ) A
by whereR,,, = diag([Ry.m]1.1, -, [Ry,m]n,n), With Ry ., =
P,h,hfl 1+ 521, for m = 1,---, M, and D; denotes the
Zmi = NV Prhun,ism + M i D NxN diagonal matrix with 1 in the-th diagonal and zero
where s,,, is the transmitted symbol with unit poweire, Otherwise. We assume that the total power available at each
E[|sm|?] = 1, P, is the transmission power, and,.,, ; relay, P,., can be allocated across different subchannels.

denotes the additive white Gaussian noise (AWGN) at relay The received signal power at destinationis given by

i on subchanneh: with zero mean and varianag?, which T HxrH H

C . Psy = Pnlg,, Wnhyh W =P,w, F,w, (6
is i.i.d. across subchannels and relays. The vector ofwedei 5 & m Wil WinEm W (6)

S'gnals at all relays over subchanmelis given by INote that multiple transmissions in a cooperative relaytesysmay not
D be synchronized at a destination. An asynchronous trasgmischeme is
Zm =/ P sm + Nrm (2) proposed in [36], [37].



where F,, 2 (£.£7)*, with £, = gn © h, 2 whereZyu = max,em jes Imj and By, 2 Py F,.; +
[(Pm.1Gm1, - > hm.ngm.n]T. The total noise power at des-GmJ.

tination m, including both the receiver noise and the relay Note that, in this work, we consider the interference mini-
amplified noise, is obtained as mization problem under per-relay total power constraior. F

a fixed source transmit power, we can show that considering
o ) the direct ICI link from sources to destinations in neighbgr
=W, GpwWp, + 07 (7)  cells does not change our analy3i%o see this, note that the

A o o s . total received interference at destinatianin neighboring cell
v_vhere(_}m NG diag((gmgy)*). Hence, the SNR at destmaj contains interference from both relays and sources, giyen b
tion m is given by

PNom = E[nmeHgfngT W,.n, ] + o3

m m

S PowiHF, w,, 8 Inj = Tm,; + PonlhomjI”

NR,), = —F—Fi"7""——. . .

" wHG, Wy, + 02 ® whereh,,, ; denotes the direct channel from soureeto des-
Each relay causes interference to fifedestinations in each tination:m in neighboring cell;. Assu[ne|h,2n7j|2 is known in

of neighboring cells. Leg,, ; denote the interference channethe desired cell. Given the fact tha, .., ;|* does not depend

vector over subchanneh from the N relays of the desired ON W, We can freat it as a constant term when designing

cell to destinationm in neighboring cellj. The received the beam vectors. To include the inference coming from the

interference at destinatiom in neighboring cellj is given Sources, we can replace the left-hand side of constrairaf) (12

by with wiB,, ;w,, + Pu|hm ;> Then, a similar procedure
R o as in our proposed algorithm can be followed to obtain the
Tm,j = gm,ij(\/Ethm +1pm). 9) optimal beam vectors.

The received interference power at destinationn neigh-

boring cellj, including both the forwarded signal and the relay [II. MINIMIZING MAXIMUM INTERFERENCE

amplified noise, is given by The solution of P1 is provided in this section. Since the SNR
T . wWHF  wo +wHG, w (10) constraint (11b) is not convex w.rtv,,, P1 is non-convex.
g e ) T T e In order to solve this problem, we first provide a necessary

whereF,, ; £ (£, £ )", £, = &nj ©hy, andG,,; = condition for its feasibility. Then we show that P1 can be

02 diag((gm,jgf{j)*) forj=1,---,b. reformulated as a second-order-conic programming (SOCP)

We assume the perfect knowledge of CSl,e, problem, and more importantly, the SOCP’s conic dual and
{hyn, 8m, &m,j 1M, in designing the relay beam vectorslagrange dual are equivalent, so that P1 has zero Lagrange
where a central controller in each cell may collect all intraduality gap. In order to obtain the optimal dual variables,
and inter-cell CSI for computing relay beam weights. Ian SDP-based algorithm is proposed with polynomial worst-
Section V-D, we further study the case where the interfexenease complexity. We then propose an iterative algorithm to

CSl is imperfect through simulation. obtain the optimal beam vectofsv,,} with a semi-closed-
form structure. Through complexity analysis, we show that
B. Problem Formulation our proposed algorithm is computationally more efficient in

éi]nding an optimal solution than directly solving the SOCP

Our focus is on designing the relay beam weights oblem3

the desired cell to minimize the maximum interference &
the neighboring cells under per-relay power constraint and
the received SNR requirement at each destination. ThisAs Necessary Condition for Feasibility

expressed as the following optimization problem: We first introduce necessary condition for feasibility 6ol

ing the similar arguments in [35], which can be used to stop

PO: mi Lo j _ ; . :
) mEM. / execution of the proposed algorithm if there exisise M

{wm}meM,jeB

M such that SNR constraint (11b) cannot be satisfied.
subject to Z wiR, D;w,, <P, i € N, (11a) A necessary condition for the feasibility of the min-max
m=1 interference problem P1 is
P,.wiF, w
ImTmemTm s o meM (11b . Poog
WEG w102 = (11b) min, Gl > 1 (13)
. i . A A
WhereIm’j 'S as deflged n (10)M _ {1’”. JV[}’ N N 2|f the source transmission powgp 2 [P1,---,Py]T is also an
{1,---,N}, and B = {1,---,b}. To remove the inner optimization variable, we have a joint optimization prablewith {p, w}

maximization in PO, we note that the min-max 0ptimizati0|t’:}s Vfilfiables-_tThiS J'_Oit?t optimization \r;\r/(r)]blt?]m btecomis m;!ﬂfe éiifficug
. . T 0 solve, as it is jointly non-convex. ether it can be sdiveeeds to be

prOblem PO is equwalent to the foIIowmg. carefully investigated and is an open problem left for fatuesearch.
P1: min T 3We can show that solving SOCP directly increases complesityompared
’ (Wi V. Tonax max with the proposed algorithm for the typical scenario of (armimber of relays
. o ) and S-D pairs. In addition to complexity reduction, one camgnsights on
subject to W, By, iWi < Tmax, m € M,j € B, (12a) the optimal solution structure using our proposed algoritiHowever, the
SOCP-based method does not provide any insight on the wteucf the

(11a) and (11b) solution forw®.



Note that not satisfying (13) means that regardless of tkatisfied. Then there is sor{ev,,, Z,.x } such that the inner
values of{w,,} there always existen € M such that SNR minimization of DO leads td.({w, }, Zmax, A\, i, @) = —00,
constraint (13) cannot be satisfied, and thus P1 is infeasidbut clearly this cannot be the optimal objective of the dual
On the other hand, even if (13) holds, that does not guaranf@eblem. Hence, the optimal solution of DO satisfies con-
that P1 is feasible. In that case, we will see later that Casesttaints (17a) and (17b). In this case, after the inner nigam
in Section 11I-C1 will identify the infeasibility of P1. tion of the Lagrangian in DO, we have the objective of D1.
Thus, both DO and D1 lead to the same optifiat, u°, a°}.

To solve the dual problem D1 we show that it can be

. . ) reformulated as an SDP problem to determine the optimal
In the following, we show that, despite P1 being nonﬁao A%, 1o}
e ) ) .

convex, it has zero duality gap and can be solved in t
Lagrange dual domain.
Proposition 1: Strong duality holds for the min-max inter- D2: min a’x
ference problem P1. *
Proof: We first show that P1 can be reformulated as an
SOCP problem. It is known that the SOCP has zewnic
duality gap [38]. Then we show that the Lagrange dual of P1
andconic dual of the SOCP are equivalent. For further details,
see Appendix A. , B where x; is the ith entry of the vectorx =
Using Proposition 1, we can obtain the optimum so- AT, uT|T T
lution of P1 through the Lagrange dual approach. Let” ° ’ '
b = [Oauzv)xplﬂbxl]:r’ Wim = Y

w2 ) With g 2 [, )" A 2 o R,D; for i € N, ¥
m,M+i — —IuplJ; 1 ’ m, M m— i =
A, An]T, anda £ [ag, -+, any]7 denote the Lagrange 2 MAN+(m—1)btj

multipliers associated with the interference constrairfal), _BmF;J}J;r_ 7: Ej:]/gt]dieﬁiléijsntg ?rllgjrfgtaéi Zigrgzluivalent

ber rela_\y power constrain_t (11a), aﬂd .SNR constraint (11%’ D2, and (16a) and (17b) are equivalent to (18b). Then,
respectively. The Lagrangian of P1 is given by substituting (15) into (17a) and after some manipulati@B8aj
. is obtained. ]
fuf, )Wm  Note that standard interior point-based solvers,, CVX,
, " could be used to solve D2 efficiently [38]. Then, depending
M M N . .
) on the values of the optimal dual variablea®, A°, u°}, we
+ Z Wm0y + Imax(1 — Z Z fimj) — PT(Z Ai) (14) identify three cases to obtain the optimal beam vecferg, }.
m=1 m=1=1 =1 We first investigate a useful property of the constraint {17a

B. The Lagrange Dual Approach

Proposition 2: The dual problem D1 can be expressed as

M(b+1)+N
subject to Z Wy 20, meM, (18a)
i=1
x>0, bT’x<1 (18b)

A 24T T T
a - [_GdlMxDPTlelvobel

&fmfrg - Gma

Py

M
L({Wm}azmaXa A, M, a) = Z Wg (Km -
m=1

where in the following lemma.
b Lemma 1: If either 5, ; > 0 for some{m,j} or A? - 0,
K, 2 R,Dx + Zum_ijJ— + an Gy, (15) thenay, > 0, i.e, the Lagrange dual variable associated with
j=1 the SNR requirement at destinatien is strictly positive.
AL Proof: See Appendix B.
andDy = diag(A1, -+, An). Recall thatug, ;, A°, andas, are the optimal dual variables
The dual problem of P1 is obtained by corresponding to the interference constraint (12a), pkayr
DO: max min  L({Wm}, Zmaxs A, 1, @) power constraint (11a), and SNR constraint (11b), respegti
At {wWin b Iinax Due to Proposition 1, the Karush-Kuhn-Tucker (KKT) condi-
subject to A = 0,u = 0, = 0. (16a) tions for P1 are satisfied. Hence, the complementary slaskne

condition holds. According to Lemma 1, if the interference
Furthermore, the dual problem DO can be reformulated @§nsiraint over subchanneh is active at optimality,i.e.,

the following problem: attained with equality, or the per-relay power constramt i
M N active for each relay, then the SNR constraint for S-D pair
. 2 . . . . .
D1: gi)én;amad PT(; i) m is also active at optimality.
subject to K,,, = a £.£2 me M, (17a) C. The Optimal Beam Vector {w¢, }
M b m Using Lemma 1, we classify the optimal dual variables
Z Z/‘m <1 (17b) {A°%, pu°, a°} into three cases to obtaifw,, }.
1 =1 R 1) Case 1. p° = 0. In this case, we show that the min-
and (16a) max interference problem P1 is infeasible. Suppose the per-

relay power constraint (11a) and minimum SNR requirement
The equivalence of DO and D1 can be shown by showirffylb) could be satisfied for every S-D pair and relays,

that constraints (17a) and (17b) are satisfied at optimalitg., the original problem P1 is feasible. Since the objec-

of DO. Suppose one of the constraints (17a) or (17b) is nibte of P1 clearly is sensitive to changes in the RHS of



(12a), n° = 0 implies that (12a) is inactive for alln and define Py, ; = ws TR, D;wy as the power usage at relay
j. Then the optimal objectiv&y,,. is strictly greater than over subchanneh. Then, obtaining the optimal beam vectors
= maXmeM,jeBW?nHBm,jW?n at optimality. However, {Wm,m € My} is equivalent to solving the following
7°,. can be replaced b{ resulting in a smaller objective feasibility problem:

Whilg satisfying all the constraints Wh?ch .is a contrauﬁnti P2: find {Wym,m € M}

In this case, the only possible conclusion is that the mix-ma

Tes HS _ ° .
interference problem P1 is infeasible. Hence, if P1 is tdasi SuPiect to Wi, Bu jwi < Th,,, me M,j € B, (229)

there should be at least orfen, j} such that (12a) is active Pri+ Z wiR,,D;w,, < P,, i€ N, (22b)
at optimality,i.e., g, ; > 0. M,
2) Case 2. p2, # 0 for all m or A° = 0.* According to P, wHE, w,,

) > Ym, M € Mﬁ’L (22C)

Lemma 1, we havex” - 0 in D1, i.e, if K¢, — a9, G, > 0, m

thena?, > 0 for all m € M, and the solution is given by the ) ] ) o
following proposition. Note that the solution to P2 is not unique. This is because

Proposition 3: Supposex’ = 0. The optimum beam vector the SNR constraint (22c) may not be active at optimality for

we, of the min-max interference problem P1 for ¢ M is ™ € M sincea;, = 0. However, we can always scale
w,, such that (22c) meets with equality for € M,; while

iven b
g Y ) satisfying the max interference constraint (22a) and pkayr
wo, = (K7, (19) power constraint (22b). In what follows, we provide the dsta
where of using this approach to find a solution to P2.

. Since the optimal beam vectar; is already obtained,
Cm éod[P—mlfﬁKfanmF —fﬁKﬁlTGmeanm}T, (20) We can reducePy;; from the maximum per-relay power
Tm target P. to find the maximum available power that can be
andK?, is obtained by substituting the optimum dual variablessed over other subchannels. This motivates the following
{A%, ul,,al } into (15). interference minimization problem by excluding S-D pair
Proof: See Appendix C. from consideration and limiting the power usage on eaclyrela
The following corollary provides the structure for the eptibased on the new maximum power target,
mal value of P1 as a function of the optimal dual variables ~

Corollary 1: The maximum received interference of P1 ig{gvimmrjg\l/lm}iz

given by subject to wﬁﬁm_jwm <Z, me Mgy, jEB, (23a)
M N i '
zo _ Z a® 03 _ PT(Z )\Q) Z WmRmDin <P — Pﬁ-b_’i, 1€ N, (23b)
max — m P 7 v

M and (22c)

N
— 52 Tm - 0
% 2_:1 P, fHKo ~1f, P"(; AV (1) Similar to Proposition 1, we can show that zero duality gap

) ] N holds for P3. We can reformulate the Lagrange dual problem
Proof: The first equality follows from Proposition 1 duéqyt p3 into an SDP as follows:

to the zero duality gap. According to the proof in Appendix C,

%fﬁK;’n_lfm = 1 in Case 2 form € M. Substituting D3: min c’'x

a2 into the objective of D1, the second equality in (21) is M(b+1)+N

derived. u subject to Z W, <0, me Mg, (24a)
3) Case 3: p° # 0, uo, = 0 for somem, and A° # 0. P

Using Lemma 1, we havey, = 0 for somem. In the =0 d'x <1 (24b)

following, we first consider the case where only one entry in

o is strictly positive. In other words, only one S-D pair meetghere x is as defined in D2;c is defined similarly to

the SNR requirement with equality. Later, we will generaliza in D2 except that the entrieas, a1y (v4+n), and

the solution to the case where multiple entriesdfi are a(ar4+N+(m—1)b+1):(M+N4imb) &€ ZeroJP. — Py, 1, , P —

positive. Denoten such thatv?, > 0 anda?, = 0 for m # . Pn.n]T, and zero, respectively; antlis defined similarly to
Following the proof in Appendix C, we can show thab in D2 except that the entries a; . x4 (i —1)b41):(M+N41ib)

Mfé{}(%*lfﬁ = 1. Then the optimal beam vectovs, —are zero. Thus, the essence of the proposed algorithm is to

can be obtained using the solution in (19) @$, > 0. eliminate the terms associated with S-D pairin both the

However, we cannot obtain the optimal beam vectaf, objective and the constraints of D3 such that the per-relay

for m # m in a similar way. Next, we formulate a newmaximum power targets are updated.

optimization problem and obtaiw?, for m # 7. In order to obtain{w?,,m € M}, the above procedure
Denote M, 2 M \ {/m}. Using the fact than?, = 0 is repeated to update the values{ef’,, m € My} through

for m € My, and Proposition 1, we see that the optim£°|‘£i”9 D3. If ag, > 0 for all m € M., then we can obtain
objective of P1 isZ2,, = a%02 — P (Zi\le \%). Further {Wm,m € Mm}_5|mllar to Case 2. Otherwise, the steps to
find the solution in Case 3 are repeated. As an example, after
“4Note that for Cases 2 and 3, it is implicitly assumet 0. solving SDP problem D3, suppose Case 3 happensey,, >



Algorithm 1 Minimizing the maximum interference of size N. Typically there are only a few neighboring cells

1: Check the feasibility condition (13). with dominant interference, sois a small number. The SDP

2: Solve the SDP problem D2 finding the optimal duatan be solved efficiently using interior-point methods. €&hs
variables{a?, u°, A\°}. on the complexity analysis for the standard SDP form in [39,

3: ObtainP, = {m | a2, > 0}. Section 5], the computation complexity per iteration toveol

4: Setll = P,. the SDP D2 isO((M + N)?M N?). The number of iterations

5: while P, # M do to solve an SDP is typically between 5 to 50 regardless of

6: ComputeK?, (15) and findw?, (19) for allmm € II.  problem size [39, Section 5]. Thus, the complexity to solve

7. Update available power at each relayandd. the SDP isO((M + N)?MN?).

8. Solve D3 findingll = {I € M\ Ps|af > 0}. The overall computation complexity to solve PO depends

9:  UpdateP, = P, JIL on the values of the optimal dual variables. As shown in

10: end while Section IlI-C, if Case 2 happens, only one SDP problem D2 is

11: ComputeK?, (15) and findwy, (19) for all m € II solved,i.e, the complexity is given by ((M + N)2M N?).

If Case 3 happens, at mosdf SDP problems formulated as
D3 are solved,.e, the worst-case complexity is given by

0 for somem’ € Mz (the SNR constraint (22¢) is active forO((M + N)?M?N?). In both cases, the algorithm has a
S-D pairm/). Following the proof in Appendix C, we can findpolynomial worst-case complexity w.r.t. the number of ysla
w, with a similar structure as in (19) through substitutingnd S-D pairs. Note that the above analysis is based on worst-
the optimal dual variables given by D3 into (15). As long aéase complexity estimates. In practice, the complexityustm
P1 is feasible, this procedure can be repeated wijjifor all lower than the worst-case estimate [39, Section 5].
m are found. As shown in Appendix B, we can also reformulate P1
So far, we have assumed only one entryaifi is strictly into an SOCP problem (A.2) given in Appendix B. It has
positive in the solution to the dual problem D1. We can extend N + 1 variables andV/ (b+ 1) + N constraints. This SOCP
our algorithm to the general case where the number of pesitisan be directly solved using interior-point methods witk th
entries ina? is arbitrary. DefineP, 2 {m | a2, > 0}. Using complexity per iteration o©((M + N)M?N?). The number
Proposition 3, we can obtain the optimal beam vestgy for of iterations to solve an SOCP does not depend on the problem
m € P, with a similar expression as in (19). To obtaif, size [40]. Thus, the complexity of the SOCP compared with
for m € M\ P,, we can solve a feasibility problem similarthe worst-case complexity of our proposed algorithira,(the
to P2. We can show zero duality gap holds and formulate tRg@ximum number of iterations in Case 3 of Section IlI-C)

dual problem into an SDP similar to D3 through updating is increased by a factor @ (AM/N/(M + N)). We note that
d, and¥,, ; according toP,. MN is typically much larger than\/ + N. Therefore, our

proposed algorithm to obtain the optimal solution offerscinu

. I lexity than the SOCP method.
D. Summary of Algorithm ower complexity than the metho

The steps proposed to solve the min-max interference prob-
lem P1 are summarized in Algorithm°1. IV. SNRAND SINR MAXIMIZATION
We can fl_th_her obtain a necessary and sufficient cond|t|0nWe can used the method presented in Section Il to max-
for the feasibility of P1 since both Cases 2 and 3 lead to.a. - . .
. i . . imize the minimum received SNR or SINR subject to per-
solution with the semi-closed-form structure in (19). Ntftat )
for ¢, in (20) to be real, the expression in RHS of (20) shoulﬁ?
be strictly positive. Furthermore, substituting (19) irfid a),
the per-relay power usage should not exceed the maximum
targetPf. _As a resu!t, the necessary and sufficient conditior)g Maximizing the Minimum SNR
for feasibility of P1 is as follows.
Corollary 2: P1 is feasible if and only if there exists = 0, In the following, we first formulate the max-min SNR prob-
A=0, p=0with > .\, Zjeg tim.; < 1 such that lem and _show that_this _problem and P1 are inverse prpblems.
Then using the bisection search, an iterative algorithm is
min P_m|ngl%fm|2 —tiK! G, K £, >0, (25) proposed to solve the max-min SNR problem.

lay power constraint and a maximum interference limit at
e neighboring cells.

meEM Y, Typically the relays have the same front-end amplifiers
max Z (fnfﬁKIanDiKInfm <P,. (26) and the destinations have the same minimum SNR require-
N e ments and received interference threshold. In the follgwin
we assume identical per-relay power budget, minimum SNR
E. Complexity Analysis requirements for destinations in the desired cell, and max-

To determine the complexity of our proposed algorithrﬁmum interference limit for destinations in the neighbagrin
note that PO has been converted to an SDP D2 Witfb -+ cells. Extension to the case of non-uniform power, SNR, and

1) + N variables andV/ linear matrix inequality constraints INtérference requirement can follow a similar approach.
The problem of maximizing the minimum SNR under a pre-

5Algorithm 1 requires at mosd — 1 iterations to complete. determined maximum interference threshadlg, is formally



stated as follows: Algorithm 2 Maximizing the minimum SNR
1: Set convergence threshald> 0.

P4: {gﬁfﬂ 2: Find 40, min SUch thatZ?(yo min) < Zo-
subject to W B,, ;w,, <ZIy, me M, j€B, (27a) i glgtci%,m% jl:ggot:]itz (G0ma) > To-
: 0= " 35 .
SNR,,, > v, m € M, (270) 5. solve P5 undety,
and (11a) 6: if Z°(o) > Zo then
where Z, denotes a pre-determined maximum interference; elseSeWo,max = andZ=0.
threshold. o Seten . — -~ andT — 7°(0)
The min-max interference problem P1 with a common SNIfO', end if 70,min =0 -2k
targety, is given by 11: while 7 < Zo — 6 do
P5: min 7 12: (4)—(20).
fwnbz 13: end while
subject to wgBmijm <I, meM, jeB, (28a) 14: Returnv,.
SNR,, > 70, m € M, (28b)
and (11a)

maximize the worst-case SINR among all destinations in a
We denote the optimal objective of P4 and P5#$Zo) cell, given bymin,, SINR,. Intuitively, whenZ, is too low,
and Z°(vo) to focus on their dependencies dj and 7o, SINR at the destination is noise dominant. Also, @y
respectively. We first study the optimal maximum SNRZ,)  |imits the relay power, and the received signal power at the
as a function ofZ, following the similar arguments in [35]. intended user is low as well, resulting in low SINR. &s
The optimal objectivey’(Zy) is continuous and strictly increases, SINR increases due to power (and beamforming)
monotonically increasing function dfy; for given Z, any gain. AsZ, continues increasing, the interference becomes
v <7°(Zo) is achievable. dominant over the gain received by relay beamforming, and
Hence, for anyyo, the minimum interferencg, is obtained S|NR decreases. THg, values that maximize the worst-case

when~°(Zy) = o, i.e, Z°(7°(Zy)) = Zo. This indicates that SINR are illustrated in Section V.
P4 and P5 are inverse problems,,

7°(v*(To)) = Zo,7°(Z°(10)) = 0. _ _ V. SIMULA-TION RESULTS _ _
In this section, we applied the proposed min-max interfer-

The solution for P4 can be obtained by iteratively solving thy,ce agorithm in various simulation settings. We are nyainl
min-max interference problem P5 with bisection search en tn]terested in how the maximum interference and the worst-

max interference thresholfl. The stopping criterion is when .o« SINR behave under different system parameter values,

1= Io. . ) , i.e., different number of relays, S-D pairs, and neighboring
In Algorithm 2, we provide the steps to solve P4 using Plalls. We setr? — 02 =1, Py = P, for m € M with

and bisectiors. Py/o? = 10 dB, and P, /o2 = 20 dB. The minimum SNR
target is set toy,, = 7 = 5 dB for m € M. The first and
B. Maximizing the Worst-Case Received SINR second hop channels,, and {g,,, & ;} are assumed i.i.d.

Since the performance measures for cellular netwaks, Z€ro-mean Gaussian with variante This model essentially
data rate or bit-error-rate (BER), are direct functions fud t Captures the worst-case interference scenario, whereishe d
received SINR, our ultimate goal is to maximize the worstecat@nce from relays to cell-edge users at the neighboring cell
SINR at the destinations. For many practical scenarios, WeSimilar to that between the relays and destinations,iegus
make local decisions in each cell. Without jointly optinnigi Strong interference. We further study the effect of imperfe
all cells, each cell optimizes its own resources in a disteti Interference CSl in Section V-D, and consider the scendfrio o
way based on some messages passed between cells ovef&R@0m user locations in Section V-E.
backhaul.

The received SINR at destinatiom in the desired cell A. Effect of the Number of Relays
is given by SINR, = Imljrsi%,m = Tpoioy, Where  1g study the behavior of maximum interference as the
I, denotes the total interference at destination It can npymper of relaysV increases, we plot the CDF @,y in
be determined by solving the max-min SNR problem Phe objective of P1, normalized against noise variange
if we constrain the interference from each neighboring cellith 77 = 2 andb = 1 in Fig. 2. Also shown in Fig. 2
to be below a given valug, such thatZ, < bZ,, for js the maximum interference under an alternate optimimatio
all m € M. Thus, we propose solving P4 under differenbroplem where the objective is to minimize the maximum
values ofZ,. Then, an optimall, value can be chosen totransmission power over all relays while meeting the mimimu

5The values ofyp min @ndyo,max Can be set based on the typical range 0§NR reqt_urements [35] This m|n-m_ax relay pOW?I’ problem
SNRs in a particular application. For simplicity, we canayw setjo i = 0 Ay be viewed as a simpler alternative to reduce interferenc
and o, max = maxy, P fHGHEf,,. which is created by the relays. The number of relays are
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chosen asN = 2¢ for i € {0,---,5}. We see that as
N increases, the interference CDF curves are shifted to tthenominator of SINR instead of the true received interfeeen
left for both optimization approaches. Note that the mirkmarhe curves for true SINR and lower bound are very close
interference approach significantly outperforms the péay for each N. Hence,Z,.x can be used to gain insight into
power approach for eadli, and the performance gap increasesiin,, SINR,,,. If Z,,,.. iS set andy, is obtained accordingly,
as N increases. then it reflects the receivedin,, SINR,,.

The average received noise power (7) versus average nor-
malizedZ,,.x with N =2, 4, 8, M =2, andb = 4 is shown
in Fig. 3. It can be seen that noise power increasesVas B. Effect of the Number of SD pairs
increases. Note that received noise is the total amplifiéseno In Fig. 6, the averagenin,, SINR,, Versus average nor-
and AWGN at the destination. The amplified noise decreases P m

i i — _ 9
to zero asV increases, and the overall noise converges to tWeae“Z{eld .I.“fa’l}'s asr:jozvn_ f(;r ]\; oo ;éhacr:ll?r \f‘g N mzaxi]:”(r)]rum
destination noise,e., 0 dB. This happens as the beam vector R -~ '

. in,, SINR,, is observed. We see thatin,,, SINR,,, decreas-
norm ||w,,|| decreases a®’ increases due the power (an . C o

i ) : . es asM increases because the number of SNR constraints in
beamforming) gain achieved by relay beamforming.

. each cell increases. Hence, the relays increase tranemissi
To evaluate the performance of the max-min SNR problem Y

P4, in Fig. 4, the average received worst-case SINR, Eg\iger}]rbcl)?inzag:llsce" and generate more interference at the

min,,, SINR,,, versus average normaliz€d,. is represented '

with b =2, M = 8, and N = 2¢ fori € {1,---,4}. To plot

each curve, the minimum SNR requiremenis set to—10 dB . :

to 24 dB. For eachyy, 500 realizations are generated, and the%' Eifect of the Number of Neighboring Cells

Tmax @andmin,, SINR,, are computed for each realization. As In Fig. 7, the averagain,,, SINR,, versus average normal-

discussed at the end of Section IV-B, we see thit,, SINR,, ized Z,,.x is shown forN =4, M = 8, andb € {1,2,4,6}.

firstincreases and then decreases as a functidp gf Hence, A maximum min,, SINR,, for each curve is identified. For

we can numerically identify the maximumin,,, SINR,, for fixed averageZ...x, increasingb leads to degradation on

eachN. min,, SINR,,,. As b increases, the number of interference
In Fig. 5, the truemin,,, SINR,,, is compared with the SINR sources corresponding to each subchannel increases. The to

lower bound withV = 2, 4, 8 andb = 1. For each realization, tal received interference increases and hemce,,, SINR,,

an SINR lower bound is obtained by substituting.,. at the decreases asincreases.
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D. Effect of Imperfect CS the min-max interference approach under limited feedback

_ . still substantially outperforms the min-max per-relay gow
So far, true interference CSI| is assumed to be kno"\é{bproach

perfectly at the relays. In practice, obtaining such irgehce Fig. 9 shows the CDF of normalizef, ., under imperfect

CSI may not be possible. In order to observe how robust the;; i, scenario 2 with the channel estimation error being
proposed algorithm is w.r.t. imperfect CSI, we consider the _

) . . . ; @ = 0.01. The interference in this case is close to that of
following scenarios with two types of imperfect CS|- lirde true CSI. In addition, we see that the performance degm@dati
number of CSI feedback bits and channel estimation error.

increases agV increases. Again, the min-max interference

In Scenario 1, the receiver knows the interference C3h,rqach under imperfect CSI in Scenario 2 outperforms the
perfectly. However, the feedback bits to the relays aretéichi min-max per-relay approach

We consider equiprobable quantization of channel values. L The averagenin,, SINR,, versus average normaliz&g..

B denote the number of available feedback bits. Every real a@gmpared with that of the imperfect CSI in Scenario 1 with
imaginary part of a channel is quantized with equal probgbil 4 t.cqpack bits is shown in Fig. 10 faN = {2,4,8)}
according to the CS distribution, which is complex Gaussia,; 5 andp — 4. The performance degradatio’n "due to

In Scenario 2, the channels are estimated at the recei}{ﬁ.ﬁted feedback increases a% increases. Note thaf
with error and the estimated channel is fed back to the r6|aY:%rresponding to the maximumin,,, SINR,, decreasesmalg
m

In order to model the_ channel est|mat|oAn_error, Iet_us deflqi Sereases, reflecting higher diversity gain attained witbren
h = h + ah, whereh is the true channel, is the estimated relays through achieving smalla,,
axr-

channel used for optimizatiot, ~ CA/(0,1), and the weight
« is set to adjust the variance of error w.r.t. the variance of
true CSI. E. Performance under Random Relay and User Locations

In Fig. 8, the CDF of normalized ., under true inter-  Previous simulation setup has captured the worse-cage inte
ference CSI is compared with that of the imperfect CSI iference scenario, by assuming i.i.d. channel distribuiorall
Scenario 1 with6 feedback bits  bits for each real and relays and users. If some relays and destinations are fay awa
imaginary parts). It can be seen the interference in thigdan from the cell edge, or users in neighboring cells are awayfro
feedback scenario is very close to the true CSI case even wiiea cell edge, the ICI caused to these neighboring usersvis lo
the number of relays is largee.§g., N = 8). As expected, and less critical.
the performance gap between the limited feedback scenari?We now study the pattern of the maximum interference
and true CSI case increases A5 increases. In addition, in a scenario with random user and relay locations. We
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cating in orthogonal channels with assistance from theysela

In order to manage ICI, we have formulated the min-max
interference problem under per-relay power constraints an
minimum SNR requirements. We have shown that the strong

é‘“’* ] I duality property holds for this non-convex problem. Sotyin
o4r - the Lagrange dual problem, three cases have been identified
il L ‘ based on the optimal dual variables. We then propose an
Zi / ‘7 7 g&fi‘ﬁx intcvrfcrclil'cct. iterative algorithm to _obtain the op_timal beam vectors imise
. ‘ L Sreay power opjective closed-form expressions. Numerical results have sha@n
T o ean R dB reduction in the maximum interference withrelays for
the min-max interference approach over the per-relay power
Fig. 11. CDF of normalized,ax When M = 2 andb = 1.

approach, while the performance degradation when 61@g|
feedback bits are used is withihdB. We have also solved

) the max-min SNR problem, under maximum interference and
set the distance between each source and relay, relay 8afrejay power constraints, using bisection search. bnde

destination in the desired cell, and relay and destinatfon digerent problem setups, we have evaluated the maximum
the neighboring cells by:?, where 12 is the cell radius and jherference and the corresponding worst-case receiveg Si
x is a random variable with uniform distribution in the rang& maximum worst-case SINR has been observed as we vary

[0.5 1], [0.5 1], and [1 1.5], respectively. The channel overye maximum interference target, which provides insighs in
each link is generated as zero-mean Gaussian with varaneRigning relay beamforming in a multi-cell network.

using the distance-based pathloss. We assume the path loss
exponent is 3.

Similar to Fig. 2, we plot the CDF of normalizef,, .. PROOE OFPROPOSITIONL
with M = 2, b = 1, and increasingV in Fig. 11, where we ) )
comparedZ,,., under our solution for P1 with that under the Proof: The interference constramtA (12a) and per-relay
per-relay power objective. As expected, based on the abdy@Ver constraint (11a) are convex w.nt.= (Wi, wig"
discussion, comparing Fig. 11 with Fig. 2, we observe thtowever, the minimum received SNR constraint (11b) is non-
the interference CDF is shifted to the left, indicating a bena convex. Reformulating the SNR constraint (11b) in a conic
Zmax as the the users are randomly located. However, tfgm, we have
general trend remains the same.

Similar to Fig. 4, we also plot the averagein,, SINR,,
versus average normalizef},,, with b = 2, M = 8, and ] o )
increasingV in Fig. 12, where we evaluate the performanc®0te thatw,, can have any arbitrary phases, it is obtained
of the max-min SNR problem P4. As expected, we see tH4piquely up to a phase shift. The phase could be ao!Justed such
min,, SINR,, first increases and then decreases as a functibit w,: £, becomes real-valued forn € M. The min-max
of Zunax. Comparing Fig. 12 with Fig. 4, we observe that thiterference problem P1 can be recast as
average received worst-case SINR increases. It verifigs tha T
the Z,,.x decreases for random user locations, but again the
general trend remains the same.

APPENDIXA

H G}T«{me
VP Wi | 2 /Am ,meM.  (Al)

g4

min
W1, W, Lmax

subject to (A.1), (11a) and (12a)

(A.2)

The primal-dual optimality conditions for the problems lwit

constraints in the form of (A.1) are provided in [41, Propo-
In this paper, we have considered a multi-relay cellulaition 3]. Following a similar proof, it can be shown that

network, where each cell has multiple S-D pairs commun(A.2) has zero duality gap with its Lagrangian dual. To prove

VI. CONCLUSIONS
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Proposition 1, we are left to show that the Lagrangian of P1(%7a) is satisfied. Note that the objective of the dual pnoble

the same as the Lagrangian of (A.2) by using a similar probfcreases ag&,, increases. Ifu?, = 0 and there exista? = 0

as in [9, Proposition 1]. for somei, thena?, can be zero. |
The Lagrangian of P1 is given by

APPENDIXC
= Tonax + Z Z/‘mﬂ B, jWim — Imax)  (A3) PROOF OFPROPOSITION3
m=1j=1 Proof: Suppose the necessary condition in Lemma 1 is
N satisfied for allm € M, i.e, a® > 0. Then we haveK?, -
+Z)\z Z wiR,Diw,, — P;) 0 for all m € M. Using [9, Lemma 1] and rewriting the
i=1 expression of the matrix inequality (17a), the dual problem
M
P, D1 can be expressed as
+ Qm (03 +wilG,w,, — —|wfifm|2). P
1 Ym
N
The Lagrangian of (A.2) is obtained by maxmax Z ol — Z i) (C.1)
i=1
= Imax + Z Zﬂmj B jWm _ImaX) (A.4) subject to dm meK I, <1, meM (C.2)
m=1 j=1 Tm
N (17b) and (16a)
HR  Diw,, — P,) . . .
+ ; Z Wm W Since the optimal beam vector solution of the SIMO beam-
" " forming problem is known, in the following, we establish
+ bim [ m Wm H |WHf | the_duality between_ (C._l) and SIMO beamforming problem
— similar to [9]. Considering the dual problem (C.1) and the
o optimization problem
Denotingu,, = ’ Gm } H ,/ |wa | > o4 and con- M N
verting the last term of the Lagrang|an (A.4), it is equivdle I}f\l&}f‘mm 21 amog = P (2 Ai) (C.3)
to . =
subject to Qm meK . >1, meM (C.49)
= max —+ Zl Zl K, j W Bm JWm — max) (A5) (17b) and (163)
m=1j
N M " we have the inner maximization in (C.1) becomes minimiza-
+ Z i Z wh RmDiw,, — Pr) tion in (C.3) and the SNR inequality is reversed. Substitti
i=1 m=1 (15) into LHS of (C.2), we define
G P, He |2 P, 1
(o +whG,w,, — 2 wif, ). _ Imen
£ (o whGw Wit ) @m(am)_%fm(a (RDa+ S fimiBiny) + G ) £,

m=1 jeB

Sincew,, > o4, by changing the variables,, = 3—: there (C.5)
existsa,,, > 0 for any &, > 0 andm € M such that (A.3) which is a monotonically increasing function of,,. Hence,
and (A.4) become exactly the same. As a result, the strobgth (C.2) and (C.4) are met with equality at optimality
Lagrange duality holds for the non-convex problem P1m for a given {\°, u°, a°} satisfying Lemma 1. Furthermore,
problems (C.1) and (C.3) have the same solutidrsatisfying
APPENDIX B ®,,(a8,) =1 for m € M. This implies that the optimization
PROOF OFLEMMA 1 problems (C.1) and (C.3) are equivalent.

Proof: Substituting (15) into (17a), the constraint (17a) Consider the following optimization problem

is equivalent to XM N
, b H)\lix vglnl,r}l Z A0 — Pr(z; Ai) (C.6)
~ AR _
RmDA+Z,LLm,ij,j +am(Gm - v_mfmfm) = 0 ) OémP |WHf |2
j=1 subject to - > Ym, mEM (C.7)
(B.1) 1Kz w2

Using contradiction, we show tha&&,, — (’mpmf £ is an (17b) and (16a)

indefinite matrix. Suppose thé&k,, = Ijﬂf fH SinceG,, is The inner minimization of problem (C.6) is the re-
a positive-definite matrix, we havg,,f? G 'f,, < ~,, ([9, ceive SIMO beamforming for power minimization problem
Lemma 1]). This contradicts the necessary condition for thi¢here M receivers each are equipped withi antennas.
feasibility of P1 as shown in Section IlI-A. If eithes?, ; > 0 The transmit power and noise covariance matrix for re-

for some{m,j} or A° = 0, there existsa?, > 0 such that ceiver m are Z  Qm0O3 — PT(Zf\;l Ai) and K, =



DB 1am”d P (i) A K, respectively. The solution of the[17]
SIMO beamformlng problemie., the inner minimization of
problem (C.6), is given byw?, K 'f,,. Substituting 18]
Wi = s j;n_PI;n( ;K K 'f,, into problem (C.6),
we have problgrﬁ (C.3). Note that the optimal, can be [19]
scaled by any non-zero coefficiefsuch thatw?, is also an
optimal solution. Hence, the dual problem D1 is equivalent t
the SIMO beamforming problem (C.6), and we can use t
solution of (C.6) to obtainw?, in the min-max interference
problem P1. [21]
Since P1 has zero duality gap as shown in Proposition 1 and
w¢ is unique up to a scale factor, the optimal beam vectpp)
w¢, is given by w?, = ¢, K¢ f,. In order to obtaing,,,
note that the SNR constraint (11b) is met with equality bas?g
on the slackness condition. Substitutiwg, into the equation

Prn 903, B Wi = ~,, and after some manipulations, (20) |§24]
|

W, Gnlwm +0'

obtained and the proof is complete.
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