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Abstract

This paper investigates the joint design of power contrdlla@amforming codebooks for limited-feedback
multiple-input single-output (MISO) wireless systemseTroblem is formulated as the minimization of the
outage probability subject to the transmit power constramd cardinality constraints on the beamforming
and power codebooks. We show that the two codebooks need ttedigned jointly in this setup, and
provide a numerical method for the joint optimization. Fadeépendent and identically distributed (i.i.d.)
Rayleigh channel, we also propose a low-complexity apgrascfixing a uniform beamforming codebook
and optimizing the power codebook for that particular beamer, and show that it performs very close to
the optimum. Further, this paper investigates the optinaalgoffs between beamforming and power codebook
sizes. We show that as the outage probability decreasdémaigbint design should use more feedback bits
for power control and fewer feedback bits for beamforminie Jointly optimized beamforming and power
control modules combine the power gain of beamforming andrdity gain of power control, which enable
it to approach the performance of the system with perfechigblstate information as the feedback link

capacity increases — something that is not possible witheeibeamforming or power control alone.
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I. INTRODUCTION

It is well established that the use of multiple antennas aarsiderably improve the performance
of wireless systems in terms of reliability and capacity. @mplete realization of these benefits,
however, requires channel state information at the tramsmiCSIT). This motivates the study of
limited feedbaclsystems where the receiver quantizes and sends back theettsiate information
needed by the transmitter through a rate-limited feedbia&k The study of limited feedback schemes
is especially relevant for frequency division duplex (FD&)stems, where downlink and uplink
transmissions use different frequency bands; hence thesnigter cannot learn the channel via
reciprocity. During the past decade, a great amount of resdaas been done on limited feedback
systems, both for single-user [1]-[16] and multiuser sdesd17]-[26].

From a broader perspective, the limited-feedback comnatioic systems can be categorized as
control systems, where the transmitter uses the feedbdokmation provided by the receiver in
order to optimize a certain objective, e.g. maximize th@dnaission rate or minimize the outage
probability. In this sense, the study of limited-feedbagktems can be related to the analysis of
control systems with limited communication capacity betswéhe sensors and controllers [27]-[29].
The readers are referred to [30] for a review of the litematan limited-feedback communication
systems.

This paper focuses on optimal design of single-user lirigsdiback systems over multiple-input
single-output (MISO) fading channels. In this regard, théhars of [31]-[33] show that, in order to
maximize the mutual information in each fading block, thensmitter should use Gaussian inputs,
which are completely characterized by their covariancerines. Therefore, the optimal feedback
strategy is to share a codebook of transmit covariance cestrbetween the transmitter and the
receiver, where the receiver chooses the best covariant mased on the current channel realization
and sends its index to the transmitter.

Unfortunately, the covariance codebook design is a largenggation problem and requires rather
complicated numerical design algorithms [31], [32]. To giify the design process, researchers
usually resort to rank-one covariance matrices, which eimiplemented by a power control module
followed by a beamforming module [1]-[5], [8]-[11]. The kaone simplification is justified by the
fact that with perfect CSIT and a single-antenna receiver,aptimal transmit covariance matrix is a
rank-one matrix, i.e., joint beamforming and power contschsymptotically optimal as the number
of feedback bits increases and the limited-feedback sysigmoaches perfect-CSIT system.
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In spite of the rank-one simplification, the joint design eBimforming and power control modules
is still a complicated optimization problem itself. As a u#s most of the existing literature treats
the beamforming and power control aspects of the probleraraggly and focuses oindependent
design of these modules. For instance, the papers that fmeysower control assume isotropic
beamforming at transmitter and investigate the optimalcsire of the power control codebooks
[8]-[11]. The papers that focus on beamforming, on the obi@d, fix the transmission power and
investigate the optimal beamforming codebook [1]—[5].

The independent design of beamforming and power controlulesdhowever introduces a sig-
nificant performance loss that is overlooked by the earlterdture. Furthermore, as described in
the next section, such an independent design, even withtenf@SI feedback capacity, will have
a non-zero performance gap with respect to a perfect-CS$lesy In order to address this issues,
this paper takes a fresh look at joint optimization of beamiog and power control modules for
limited-feedback MISO systems. In particular, we study dlesign problem from an outage capacity
perspective, which is the appropriate performance metricélay-constrained real-time traffic [34],
[35].

We formulate the optimization problem as minimization oé tbutage probability subject to an
average power constraint at the transmitter. The optinoizats over the beamforming and power
control codebooks as well as the corresponding codebods.si/e first fix the codebook sizes
and express the constrained optimization in a Lagrangiamdlation. The resulting unconstrained
problem is then solved using a combination of Lloyd’s algjori, Broyden-Fletcher-Goldfarb-Shanno
(BFGS) method, and a sequential approximation of the oupagleability function based on Monte
Carlo integration. The main contributions of this paper asefollows:

1) We prove the necessity of jointly optimized beamformingd gpower control modules by

showing the performance gap incurred by an independengredithese modules.

2) The paper provides an efficient algorithm for joint optzation of the beamforming and power
control codebooks, which is then used to derive the corredipg optimal codebook sizes in
terms of the CSI feedback capacity and the target outageapiid.

3) Itis shown that as the outage probability decreases, itimal power codebook size increases
and the optimal beamforming codebook size decreases. dfartine, the resulting optimal
codebook sizes are shown to be independent of the target rate

4) Numerical results are provided to show that the jointlyimjzed feedback scheme combines
the power gain of beamforming and diversity gain of powertadnThis enables the overall
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system performance to approach the performance of a p&feidt system as the feedback link
capacity increases; something that is not possible witlepeddent beamforming and power

control design.

The remainder of this paper is organized as follows. Sediiatescribes the system model and
explains the motivations behind the joint optimizationkgesn. Section Ill, justifies the necessity of a
joint beamforming and power control codebook design angliges a suboptimal design solution. The
joint codebook optimization problem is then formulated anted in Section IV. The corresponding
codebook size optimization problem is addressed in Sedfiofinally, the numerical results are
presented in Section VI followed by conclusions in Sectidh V

Notations:C andR ;. denote the set of complex numbers and nonnegative real mani@d upper
case and lower case letters denote matrices and vertidaksdg, denotes thé/ x M identity matrix.
Tr(-) denotes the trace operatioh: || denotes the Euclidean norm of a vectoy!, (-)*, and ()
denote respectively the transpose, the complex conjugatethe transposed complex conjugate of a
vector or a matrix.CN(0,1,,) represents a circularly symmetric complex Gaussian Higion with
zero mean and covariance matfiy. E[-] denotes the expectation operation and Rfatenotes the
probability of an event.

II. SYSTEM MODEL

This paper considers limited-feedback single-user mieHipput single-output (MISO) wireless
systems. We assume a block-fading channel model, wherehidwenel realizations are i.i.d. over
different fading blocks. The system is assumed to have gedkeannel state information at the
receiver (CSIR). A delay-free noiseless feedback link vétlinite capacity ofB bits per fading
block is available from the receiver to the transmitter asstrated in Fig. 1.

Leth € CM denote the channel vector from the transmitter to the receivhere) is the number
of transmit antennas. In each fading block, the receivefeply estimates its channél, chooses
an appropriate transmission power lev&h) and beamforming vectar(h) from the corresponding
codebooks, and sends the corresponding codeword indiakstbahe transmitter. The problem is
to optimize these codebooks and the corresponding codedipek with the objective of minimizing
the outage probability subject to a power constraint at taesmitter.

The exact formulation for the joint codebook optimizatiamiem and our solution approach are
presented in Sections IV and V. Here, we emphasize on thevatiotns behind studying such a
problem. The main motive behind this joint optimization wotfold:
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1) Mere beamforming or power control, even with perfect G$$Tnot sufficient for the optimal
performance. In other words, one needs both modules to s=mreand function in order to
approach the optimal performance of a perfect-CSIT systeitne feedback rate increases.

2) An independent optimization of the two modules incurs gnificant penalty on the system
performance, hence a joint optimization of the modules asary.

To verify the first point, Fig. 2 plots the system performamdeen one applies mere beamforming
(with fixed transmission power), as in [1]-[5], or mere powentrol (with isotropic beamforming),
as in [8]-[11]. It is well established that by applying beamfiing, one gains a power gain of
10log,o(M) — k=2 in dB, asymptotically asB — oo, wherex > 0 anda > 1 depend on the
system setup and/ is the number of transmit antennas [1]-[5]. On the other héxydapplying
power control, it can be shown that the diversity order, ite slope of outage probability vs.
SNR, improves a% <M23 — 1) ~ M?” as B increases [9]. However, neither the power gain of
beamforming nor the diversity gain of power control is sudint by itself to approach the optimal
performance of a perfect-CSIT system/@sncreases, i.e. to traverse the gap between the rightmost
and leftmost curves in Fig. 2. To do so, both beamforming amdep control modules should be
present and the feedback bits should be appropriately etivisetween the two in order to achieve a
combination of power and diversity gains.

The second point in the list of motives above argues that,ondt the beamforming and power
control modules need to be used jointly, they also need topltien@ed jointly in the design process.
The necessity of such a joint optimization is addressed enniéxt section.

[Il. OPTIMAL POWER CONTROL FORFIXED BEAMFORMING MODULE

In this section, the beamforming module is fixed and the pavestrol module is optimized for

the given fixed beamforming module. The purpose of this agttion is two fold:

1) Itis shown through an example that if the power control meds designed independent of the
beamforming module, a considerable power loss is incursedompared to the performance
of a power controller that is specifically designed and of&d for the given beamforming
module. This proves the necessity of the joint design of tloelutes.

2) The beamforming module along with the optimized powertimdmodule serve as a suboptimal
solution for the joint optimization problem discussed irctgan V.

We first formulate the problem gbower control with limited feedback its general form and

describe the optimization process. Next, we demonstrat@dwer gains associated with optimizing
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the power controller for the given beamforming module. Fjnave provide a suboptimal solution

for the joint codebook design problem.

A. Power Control with Limited Feedback

Consider the MISO channel in Fig. 3 with/ transmit antennas and channel vedor CY.
The vectorx is the output of some fixed beamforming module constraineffrb(3QX|h) =1, where
Qxn=E [xxT|h] is the transmit covariance matrix. The receiver kndwperfectly and chooses the
power level, to be used by the transmitter, from the poweebodkP= {Pl, Py, - ,PNPC}, where
N,. is the number of available power levels.

We want to optimize the power control module such that théabdity of outage is minimized for
a given target raté?. This involves optimizing the power codebo@kand the quantization function
P(h) : CM—P that maps the channel realizations to the power codebook:

amin  Prob[log, (1 -+ P(W)h" Quub’) < ] (1)

st. E[P(h)] < SNR.

Here, SNR denotes the normalized transmitter power constraint. Tinetfon P(-) is also referred
to as thepower control functiorin this paper.

Define
7= hT(Qx\hh>k (2)

as the effective channel gain. The dependence of h is solely determined by the beamforming
module, e.qg.:
« Isotropic beamformingQyn=--I; andy=-;||h*.
» Matched-channel beamformin@,,=h*h", whereh=qi-. For this case/=|h|%.
o Limited-feedback beamforminQun = u(h)u(h)’, where the unit vecton(h) belongs to some
fixed beamforming codebook. For this cage- }hTu(h)}z.
With this definition of the random variable the quantization functio®(h) can be equivalently

reformulated as”(v):R., —P, and the problem (1) simplifies to the following:
in  Prob[P(y)-v < 3
Juin, [P(y) v <] 3)
s.t. E[P(y)] < SNR,

September 14, 2011 DRAFT



wherec=2"—1, v>0 is the quantization variable. It can be easily verified tHanging the domain
of the quantization functio®(-) from h in (1) to v in (3) does not change the problem solution, i.e.
the two problems give the same optimal codebook and outagw®apility.

The general approach to codebook design problems, as iis (B Lloyd’s algorithm, which calls
for repeated updates of the codebook and the quantizatiartiéun (or equivalently the quantization
regions) in an iterative process. The Lloyd’s algorithm, howevemot needed for solving problem
(3), because given the codebodik the structure of the optimal quantization (or power cdhtro
function P(~) can be derived using fairly simple arguments [10], [11]. S&d@rguments are based
on two facts: 1) when outage is inevitable, we should use tialest power level in the codebook;
2) in order to prevent an outage, we should use the smallegtiplevel needed to do so.

Fig. 4 shows the structure of the optimal power control figrctfor power levels ordered in
ascending orded < P, < P, < --- < Py,.. The optimal power control functio®’() can, in fact,
be considered as a step-like approximation of the optimalgpaontrol function with perfect CSIT,
P.sr(7y), which is shown in [35], [36] to be th&uncated channel inverting functiofirig. 4). This
justifies, for example, whyP(v) uses the smallest power level both for very small and veryelar
values of~y.

Having identified the power control function in Fig. 4, thetage probability and average power
can be expressed as

Prob[P(v) - v < ¢] = Probfy € [0,¢/Py,.]] = Probly < ¢/Py,.] = Fr (¢/Py,.), (4)
BIP()] = PiFr (¢/Px) + P (1~ Fr (e/P)) + 3 Pe(Fr (c/Piy) — Fr (¢/B), (5)
k=2

where Fr () is the cumulative distribution function (CDF) of. Combining (3), (4), and (5), the
problem is now directly expressed in terms of the power kvéb solve this problem, however,
we need the CDF ofy, which is not available in most cases. For example, for &chifeedback
beamforming case, it would be very difficult, if not impodsikto find a closed-form expression for
the CDF ofy= \hTu(h)}2 given the CDF ofh and definition ofu(h).

To resolve this matter, this paper proposes an approachl lmaséhe interpolation of the CDF. In
order to preserve the monotonicity and continuity of the filerivative, we use monotone piecewise
cubic Hermite interpolation [37]. With the interpolatiori é1-(-) in place, we then solve (3) using

the primal-dual interior-point method [38].

The quantization regions or cells are the inverse image @fctidebookP under the mapping®(-).
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In the following sections, the process of optimizing the powontrol module for a fixed beam-
forming module, as described in this section, will be refdrro agnatchingthe power control module

to the beamforming module.

B. Gain of Matching the Power Control Module to the BeamfaigmiModule

In this section, we present an example to show the gain adedavith a matched power controller
in comparison with a general (unmatched) power controller.

Consider thematched-channel beamforming moduwiéth ~;(h)=|/h||> and a power controller
matched to this module. Let us denote these modules asaB& PG. Assume that we are bound
to use PG as the power controller no matter what the beamforming nedul

Consider, as the second beamformdimated-feedback beamforming mod€&, with the beam-

forming codebookU= {e;, e, e3, e, }, the columns ofl,, and beamforming function
_ T2
u(h) = argrlrllez%(‘h ul”.

Denote the effective channel gain of B&s~,(h) and the corresponding matched power controller
as PG.

We want to compare the performance of the matched (B, PC,) with the performance of the
unmatched paitBF,, PC,). In order to make PCapplicable to BE, the transmitter should compen-
sate for the power loss of limited-feedback beamforming Bith respect to the matched-channel
beamforming BF. Since the exact channel is not known at the transmittehatisl compensate for
the maximum possible loss, which is= max;, v, (h) /72(h). Therefore, when PCis used with BE,
the output of the beamforming codebook needs to be multifiev/Z. In this exampleL=4~6dB.

Fig. 5 compares the performance of matched and unmatchedlesofbr Rayleigh i.i.d. channel
h ~ CN(0,1,), M=4 antennasB=2 bits, andR=1 bits/sec/Hz. As Fig. 5 shows, we gain almost
3dB by using the matched power controller forBke. using PG instead of PE. This example shows
that there is a considerable gain associated with optimittie power controller for the beamforming
module and this illustrates the necessity of the joint desifjthe beamforming and power control
modules.

C. Suboptimal Joint Codebook Design

The discussion above motivates a suboptimal joint codelol@skgn, where we fix an appropriate
beamforming codebook and match the power control codeboak t
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_h
]

uniformly distributed on the unit complex hypersphere.rEffiere, roughly speaking, the beamforming

As an example, for i.i.d. Rayleigh channél,~ CA/(0,1,,), the channel directioth = is

vectors should be uniformly spread on the hypersphere
Define the uniform codebook @™ = {u;, u,,--- ,uy,, } that maximizes the expected value
of received signal-to-noise ratio (with fixed transmisspower):

B[ u(m)[*].

where
hTu‘z. (6)

u(h) = arg max,

Lloyd’s algorithm can then be easily used to obtain such &oumi codebook, since there is a closed-
form expression for the optimum beamforming vectors fordiggiantization regioris Alternatively,
one could use any other meaningful criterion, as in [1]Hi&] the definition of the uniform codebook.

Let H be a training set withb' realizations of the channel vector and I€§; and V,. denote the
beamforming and power control codebook sizes. We now pmposuboptimal algorithm for joint
power control and beamforming codebook design as follows:

Algorithm 1:

1) Generate a uniform beamforming codebddk™ of size V.

2) GenerateS values of the variable = [h”u(h)|* for h € H andu(h) defined in (6).

3) Interpolatefr-(v), the CDF of~y.

4) Solve problem (3) with the objective and the constraimictions defined in (4) and (5) with

multiple random start points.

The cubic Hermite interpolating function in step 3 is a mamitally increasing piecewise cubic
function with continuous derivatives at the extremes ofititerpolation intervals.

By using Algorithm 1 with different values @&NR, we can derive the suboptimal curve of outage
probability vs.SNR. As it is shown in Section IV, this algorithm performs verypsé to the joint

2This, in part, justifies why the beamforming codebook desgigblems in the literature with different performance e lead to
similar design criteria [2]—[4].

%If the channel vectors of a quantization region are placédl e columns of a matrix, the optimum beamforming vector for
that region is the dominant eigenvector Af AT,
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optimization algorithm. This result is attractive numatlg, since the joint optimization is much more

complex than merely optimizing the power codebook for a figekdsen beamforming codebook.

V. JOINTLY OPTIMAL POWER CONTROL AND BEAMFORMING

In this section, we formulate the general problem of jointimgzation of the power control and
beamforming modules and present our numerical solutioe. dddebook sizes are assumed fixed in

this section. The optimization of the codebook sizes is rdefieto Section V.

A. Problem Formulation

Consider the limited-feedback system witli transmit antennas in Fig. 6. The transmitter and
receiver share a power codebook
P = {P17P27‘“ 7PNPC}

and a beamforming codebook
U= {u17u27' o 7uNbf} - Z/{]\/j,

wherel/,, is the unit hypersphere " and V,; and N,.. are the beamforming and power codebook
sizes, respectively.

The receiver has perfect CSIR and chooses the appropriatafbening vectoru(h) € U and
power level P(h) € P and sends the index of the correspondi(h), u(h)) pair back to the
transmitter. The transmitter multiplies the output of italar encoder by/P(h)u(h) and transmits
it through its antennas. Note that we ne¥g N,.<2” so that the transmitter can distinguish between
different (P(h),u(h)) pairs.

The problem is to optimize the beamforming codeb@bkhe power codebooR, the beamforming
functionu(h) : CM — U, and the power control functio®(h) : CY — P, such that the outage

probability is minimized. Following the same line as prabl€l), this problem can be formulated as

. T 2
U,]P’7l£?}})r,lp(h) Prob[P(h) - |hTu(h)|" < c] (7)

st.  E[P(h)] < SNR,

wherec = 2% — 1 and the beamforming vectors are constrained|ty| = 1, 1<i<Ny;.
Our approach for solving (7) is based on the Lloyd’s algonithpplied to a Lagrangian formulation

of the constrained problem. The norm constraint on the beamihg vectors can be eliminated by

the change of variablea,=*: for 1<:<N,;, wherev;’s are unconstrained vectors. In order to

[[vill
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incorporate the transmit power constraint into the obyectve introduce a Lagrange multiplier

and rewrite the problem as

Jpmin Prob| P(h) [ u(h)[* < ¢] + AE[P(h)]. )

This is a natural approach for constrained quantizatian, e entropy/memory-constrained vector
guantization in [39], [40]. The validity of this approachp#mds on the convexity structure of the
optimization problem (7). For the Lagrangian approach tokwthe minimized outage probability in
the objective function in (7) needs to be a convex functiorhef constrainSNR.

Unfortunately, the convexity structure for (7) appears eadifficult to establish. Nevertheless, it is
possible to prove that convexity does hold/as— oo. This is shown in the Appendix and it justifies
the asymptotic optimality of the proposed approach.

B. Numerical Solution
Let us define the outage probability and average power fonstas
Pout = Prob[P(h) Ih"u(h)|* < c} , 9)
Pave =E[P(h)]. (10)

In order to apply the Lloyd’s algorithm to problem (8), we de® express the objective in the

form of anaverage distortion functian

Pout + )\Pave =E [D(h)] s (11)
where
D() = 1.(P(h) W u(b)|*) + AP(H) (12)
and the indicator functiod..(-) is defined as
1(z) = { 1 if z<e, (13)
0 if z>c

The Lloyd’s algorithm starts with a random codebook andatigely updates the quantization
regions and the quantization codebook. Assume that we hésaleof S realizations of the channel
vector and denote the set of realizationsly The two steps of the Lloyd’s algorithm are described

in the following:
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1. Updating the regionsThe beamforming and power codebodksP are fixed. For each € H,
the beamforming vector and the power level are chosen sathhth distortion function is minimized:

’ (14)

_ T
u(h)—argrlrlleag‘h u
- . T 2
P(b) =arg min 1, (P am)]*) + AP, (15)
and based on this, the quantization regions are formed as
H,j ={h € Hlu(h) =u; and P(h) = P;}, (16)

where1<i < Ny, 1<j<N,., andH is the set of channel vector realizations.

2. Updating the codebookdn this step, the regions are fixed and the beamforming andepow
codebooks are optimized such that the average distortiglijpis minimized. We use the Monte
Carlo integration to approximate the average distortion:

1 T 2
Pout + MPave % = d 1L (P(h) Ih"u(h)| ) + AP(h)

hecH
Nys Npe

:%ZZ S L (B [Tuf) +ap,

i=1 j=1 hGHij
(17)
In order to minimize (17) in terms ofy,’s and P;’s, we replace the indicator function with a

differentiable approximation:
L(2) & opolw) Eo(k(z — ), (18)

where o(z) = m is the sigmoid function. The parametek determines the dropping slope
of o, .(x) and controls the sharpness of the approximation, i.e. tgaenithek the better the
approximation. Fig. 7 shows the effect bfon the approximation.

Using (18), the objective function in (17) can be approxidaby the following sequence of

functions ask — oo:
Nbf Npc

fo(U,P) = %Z >N ore (Pj ‘hTui}z) + AP}, (19)

i=1 j=1 heH,;;
Let us define
(Uk, Py) = arg min fu(U,P). (20)

In order to minimize the approximate average distortionctiom in (17), we start with a smakh
and minimizef,(U,P) and use the resulting optimufi,, P,) as a start point for a largér. This
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is repeated until increasing) does not make a considerable change in the objective. Theviob

subroutine provides the details:

Subroutine 1:

Inputs: Initial codebook$U;,,, P;,), Quantization region${;;’s.

1) Chooséky, 1. > 1,6, < 1,7 < 1, €2 < 1, foqa > 1, and f,,e., = 0.

2) Setk = ko and (Ugyt, Psyrt) = (Ui, Pin)-

3) Apply a numerical unconstrained optimization methodhsas Newton’s method with BFGS
updates of Hessian matrix [41] with the start poifii.., Ps,«) and the stopping criterion
|V f|l < €1 to solve (20).

Set frew < fr(Ug, Pr).
4) I | frew — foral/ fora > €2, then
Set (Usyrs, Poirt) < (Ug, Py).
k< rpk, € < 1€ty foa & frew-
Go to step 3.
Otherwise, stop.
Output: (Upys, Pows) = (Us, Py).

For our numerical results, we ugg=20, r,=1.5, ¢,=0.1, r.=0.6, ande;=0.005.

Subroutine 1 has the same flavor of the interior-point metiloocconstrained optimization using
barrier functions. Although a large value lofvould give a more exact approximation of the distortion
function, it also increases the magnitude of the derivataed can make the numerical convergence
more difficult. We therefore start with a smalland increase it gradually until convergence. It should
also be noted that, for small, we do not need an exact minimization @f. Therefore, we start
with a loose stopping criterion and tighten it by reducingas k increases. Loosely speaking, /as
increases to infinity, Subroutine 1 converges to a local mimn of (17). This concludes the second
step of the Lloyd’s algorithm, i.e. updating the codebooks.

The overall algorithm for minimizing the average distontitunction (11) for fixed\ works as
follows. We start with7 random starting points, run the Lloyd’s algorithm on eadutstg point,

and choose the best among them:

Subroutine 2:
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e« FOrt=1,2,---,7T"
1) Generate a random start poifif,, P,).
2) Repeat until convergence:
a) Update the regions:
Find #,;'s for (U,,[P;) using (14), (15), and (16).
b) Update the codebooks:
Run Subroutine 1 with¥{;;'s and (U,,,, P;,,) = (U, [P;) as input.
Set(Uy, Py) < (Upur, Pour)-
« Choose the codebook pdiU,, Py), 1<s<T', with minimum average distortiop,,; + A P,.. given
by (17).

An example of a solution sequence generated by SubroutisepBesented in the numerical results
in Section VI.

The final step is to vary\ and run Subroutine 2 for eachto derive the optimal curve of outage
probability vs.SNR:

Algorithm 2:
1) Choose\y, ry<1, andg<1.
2) SetA = )y andp},, = 1.
3) Repeat untip},, < q:
a) Run Subroutine 2 (with multiple starting points) for @nt A and record the optimum
point (Fyc: Pour)-
b) Set\ «+ ry\.
4) Take the convex hull of theP, ., p},.) points.
The performance of Algorithm 2 and its comparison with Aigon 1 in Section 11I-C is studied

numerically in Section VI.

V. OPTIMAL POWER CONTROL AND BEAMFORMING CODEBOOK SIZES

Section IV studies the joint beamforming and power codelaesign problem with fixed codebook
sizesN,; and N,,.. In order to derive the optimal design given a fixed feedbauk ¢apacity B, we
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also need to find the optimal values &%; and N,.. In this section, we optimize the codebook sizes
numerically by searching over all integer paitS;, N,.) satisfyingN,;N,.<27, then choosing the
pair with the best performance.

First we describe some constraints that can be imposed ae#neh sef (Nyy, Nye) | Nop N, <27 }.
One constraint to consider i§,;>M. This is justified by noting that rank-one beamforming is not
appropriate when the beamforming codebook size is lessttitmmumber of transmit antennas, at
least for i.i.d. Rayleigh fading channels. To see this, mersa codebook withV,; <A/ beamforming
vectors, which spans ai,;-dimensional subspace in th&-dimensional complex space. Since the
channel direction is uniformly distributed in space, thiglebook should have the same performance
as any rotated version of it. By appropriately rotating thdebook, we can get a codebook, the vectors
of which are all perpendicular to say, = [0,0,--- ,0, 1]7. This means that none of the vectors use
the M™ antenna or equivalently, this antenna is permanently tlofe The joint codebook design
problem, therefore, reduces to a problem with smaller nurobantennas. This loss of degrees of
freedom considerably reduces the diversity gain, whiclukhbe avoided.

The search set can be further restricted by noting thétnif, n,)<(ms, n,) element-wise, then
the optimal beamforming and power codebooks with stzagsandn, would clearly outperform the
optimal codebooks with sizes; andn;.

Definiton 1: We say the integer paifms, no) dominatesthe pair (mq,ny) if (mq,ny)<(msq, ns)
element-wise.

Definiton 2: For any integer numben, let
By = {(m,n) € N*|mn<N}.

We define themaximal subsetd, as a subset oBy such that any pair i3y is dominated by a
pair in Ay and no pair indy can be dominated by another pair ..
The following is a characterization of the maximal subséte Pproof is omitted for brevity.
Proposition 1: For any integerV, the maximal subset df is given by

Ay = { (G N/, (IV/i] i) [L < < IV (21)

where || is the floor function.
Considering these constraints, we can now restrict theclsedrthe optimal codebook sizes to the
following set:
C(B, M) = {(Nyy, Nye) € Agn| Noy > M} U {(0,27)}. (22)
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Here we have added the pa('(D,2B) to represent the case where all the feedback bits are used for
power control — there is no beamforming codebook for thisecag. the transmission is isotropic
or Qxn = ﬁIM (see Section Ill). As an example, fét = 5 and M = 4, we have
C(5,4) =
{(32,1), (16,2),(10,3),(8,4),(6,5), (5,6), (4,8),(0,32)}.
The optimal codebook sizes, found by searching @€, M) for different values ofB and M,

as well as the corresponding system performance resuligrasented in the next section.

VI. NUMERICAL RESULTS

This section presents the numerical results for the joiatiferming and power control optimiza-
tion problem and the corresponding optimal codebook sizes.

A. Performance of Subroutine 2

We start by showing an example of the solution sequence getkby Subroutine 2 in Section
IV-B. Fig. 8 shows the performance of Subroutine 2 for a fixednd a single start point shown by
the filled circle on thg P,,., pow:) plane. The solution sequence converges to a point on thmaipti

curve, where the slope of the tangent line is equal-fo

B. Performance of the Joint Optimization Algorithms

We start with Algorithm 2 in Section IV-B. For our numericasults, we sef\, = 2, ry, = 0.8,
¢ = 107*, and usel0 random starts for each. It should be noted that, one needs to increase

the number of channel realizationS, as the outage probability decreases. In order to ensure the

reliability of computed outage probabilities, for eashwe setS = ;ouot wherep?,, is the outage
probability for the previous\. Note that the convexity structure of the problem implieattthe
optimum curve (in linear scale) is a convex curve asympadificTherefore, we take the convex hull
of the points in the last step.

Algorithm 2 is a general algorithm in the sense that it can pgliad to any arbitrary channel
statistics if we are provided with sufficient number of chalnrealizations. This algorithm, in spite
of its complexity, works well with modest values of outagelmbility, number of antennas, and
codebook sizes. For small values of outage probability,dvar the number of channel realizations
(training size) must be large and this increases the cogidditing the quantization regions. Moreover,
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for updating the codebooks in Subroutine 1, we have to gaitiirahe summations in (19) to compute
the gradient of the objective and repeat this for differeadtigs ofk. Although the codebook design

process is done offline with no real-time implication in tletual system implementation, the design
process can be time-consuming when the training Sizend the codebook sized,;, N,., are large.

For i.i.d. Rayleigh channels, however, we can use the lesplEx Algorithm 1 in Section Ill. The
main advantage of Algorithm 1 is that its speed is controbgdhe number of interpolation points,
i.e. the complexity of the interpolating function, rathbettraining size. In our numerical results for
Algorithm 1, we usel00 random starting pointd,00 interpolation points, and training sizein the
range of10°%-107,

Fig. 9 compares the performance of Algorithms 1 and 263, N,;=5, N,.=3, and R=1 (or
c=1). Algorithm 1 slightly outperforms Algorithm 2, possiblyebause of more start points used. The
figure also shows the performance of Algorithm 2 when it eel@ the output of Algorithm 1 as
its starting point. This only slightly improves the perfante of Algorithm 1, suggesting that the
output of Algorithm 1 is already close to a local optimum o€ tjoint optimization problem. We
therefore rely on Algorithm 1 for deriving the optimal beamrhing and power control codebook
sizes as explained in the next section.

C. Optimal Beamforming and Power Control Codebook Sizes

In order to find the optimal codebook sizes, we use Algorithnm Bection Il to compare the
performance of different codebook size pairs in (22). Fi@shows the comparison results fof=4
antennasB=5 bits, and R=1 bits/sec/Hz. The minimum outage probability recorded (s®. For
this case, the optimum codebook size paitds4) for outage probabilitieg,.;<6x10~2 and (4, 8)
otherwise. The minimum of the outage curves associated tiwébe two pairs outperforms all other
pairs inC(5,4) and therefore the performance of the other pairs is not d&dun the figure.

The figure also includes the performance of the32) pair (no-beamforming case), which shows
that we can gain a considerable gain by joint beamformingpevaer control with optimal codebook
sizes, e.g. almost.5dB for p,,;=1073.

Fig. 11 shows the performance of joint beamforming and pavesitrol with optimal codebook
sizes forM = 4 and different values oB. The different line widths on each curve imply that differen
codebook size pairs are optimal for different ranges of thiage probability. The figure shows that
the joint design provides a combined power and diversityr gainich enables it to approach the
performance of the perfect CSIT case, as the number of fekdtits increases to infinity.
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Table | summarizes the optimal codebook sizes for the oypagieability rangel0~! to 10~° and
different values of\/ and B. In each cell of the table, the first row is the optimal size pai,;, N,.)
and the second row is the range of outage probabilities olehathis size pair is optimal. It should
be noted that the optimal codebook sizes and the corresppmditage ranges in Table I, although
originally derived for the target rat&=1, hold for any rate. This is justified by considering the
original joint design problem (7), where=2%—1 andSNR is the power constraint. If we scal&(h)
and SNR by ¢, we get the joint design problem with=1 (or R=1). This means that we can apply
all our results, originally derived foR=1, for any rateR, as long as we horizontally shift the outage
vs. SNR curves byl10log,, (2—1)dB, and this would not change the outage probability ranges a
the corresponding codebook sizes.

The results in Table | also show that as the outage proballkcreases, the optimal size of
the power codebook increases and the optimal size of the foemmg codebook decreases. This
is to be expected based on the discussion in Section Il, dicgpto which power control provides
diversity gain, which is the dominant factor for higHeNR values (small outage probabilities), while
beamforming provides power gain which is an important fafo lower SNR values (higher outage
probabilities). Joint beamforming and power control rzegdi both the power gain of the beamforming
and the diversity gain of the power control, enabling theitia-feedback system to approach the
optimal perfect-CSIT system performance as the feedbagkoity increases.

VIlI. CONCLUSIONS

A limited-feedback system requires both beamforming andigoocontrol modules in order to
approach the performance of the perfect-CSIT system asedabfick link capacity increases. This
paper shows that the two modules should also be designedatindzed jointly. Based on a convexity
structure of the problem, we propose a joint design of thenbeaning and power control codebooks
using Monte Carlo integration, Lloyd’s algorithm, and BFG@@&imization method. For i.i.d. Rayleigh
channels, we propose a less complex algorithm, where aramif@amforming codebook is chosen
and fixed and only the power codebook is optimized. The tworélgns are shown to have a close
performance in terms of the outage probability vs. SNR.

We further investigate the optimal beamforming and powaertrad codebook sizes, given a fixed
feedback link capacity constraint. The results provide dpgmal codebook sizes as a function of
target outage probability and independent of the target rBhe optimal performance curves show

that the joint beamforming and power control provides a coedb power and diversity gain, which
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enables the system to approach the performance of a p&@&idt-system as the feedback link
capacity increases.

APPENDIX

In this Appendix, we first present a sufficient condition undhich a general constrained optimiza-
tion problem possesses certain convexity structure. Susthuature allows us to derive the solution
of the optimization problem by optimizing the corresporgdicagrange formulation parameterized
by a dual variable. Next, we show that the joint beamforming aower control codebook design
problem possesses this convexity structure in the asymptase ofB — oo.

Consider the following optimization problem parametediby 6 € R:

min  f(x) (23)

X

s.t. g(x) <46,

wherex € R"™, and f(x) and g(x) are real scalar functions. L&f; denote the optimum of (23).
Definiton 3: The problem (23) is said to be @nvex-likeproblem, if the minimized objective
function f(x}) is a strictly convex function of the constraint parameter
Theorem 1:For aconvex-likeproblem (23), the inequality constraint is active at theroptn, i.e.
g(x3;) = 0. Moreover, for any value of, there exists a real number such thatx} is the optimum
point for the following problem:
mxin f(x) + Ag(x). (24)

Proof: The proof results from a direct application of Definition 3lasome convexity arguments

as in [42]. [ ]

Theorem 1 implies that the solution sgtd, f(x}))| 0} is the same ag (¢(xj), f(x}))| 0} and
that the latter set can be found by solving (24) for the c@oasding values ofA. Assuming that
the problem (7) isconvex-like this implies that we can fully derive the optimal curve oftagye
probability (objective of (7)) vSsSNR by solving (8) for appropriate values of

In the following we prove that the joint beamforming and powentrol codebook design problem
is convex-likeasymptotically a8 — oo. This guarantees that minimizing the Lagrangian formatati
(8), and therefore Algorithm 2 in Section 1V, is asymptoligaoptimal. In order to avoid the

degenerate case of zero outage probability, an upper baummgpiosed orSNR.
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Theorem 2:The joint codebook design problem (7) e®nvex-likeasymptotically asB — oo
provided that

SNR < / oo% dFr(7) (25)
0

and Fr(v) is an strictly increasing function. Herlg-() is the CDF of the effective channel gain
Proof: The asymptotic case aB — oo is equivalent to perfect CSIT and, according to the

discussion in Section Ill, for this case = ||h||?, the optimal beamforming function is matched-

channel beamforming(h)=h*/|/h

P(v){ oo E (26)

, and the optimal power control function is given by

if v >

=l

where~, is the transmission threshold.
The corresponding outage probability and average trassonigpower are given by

Pout =ProP(v) - v < ¢|] = Fr(), (27)

PucBIP()] = [ £ dFi(r) <SNR (@9)

(]
In order to minimizep,,,;, the transmission thresholg should satisfy (28) with equality and therefore

SNR=PF,,.. Note that the condition (25) guarantees that0 andp,,;>0 and therefore the degenerate
case of zero outage is excluded from discussion.
In order to prove the convexity structure, we have to show tha

a2pout o a2pout
OSNR*> 0P,

Define fr(v) = 0Fr(v)/0y > 0. From (28) we have

> 0.

O 1 )

= = , 29
apave apave/870 cfl" (70) ( )
By using (27), (28), (29), and the chain rule, we have
Opout _ OFr(90) 00
8lee 870 8]:)(we c’
Finally,
azpout _ _1 070 _ Yo =0
aPazve c aPave CZfF('VO) .
[ |
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THE OPTIMAL BEAMFORMING AND POWER CONTROL CODEBOOK SIZE$]\/},J¢7 Npc) FOR DIFFERENT VALUES OF FEEDBACK LINK

CAPACITY B AND NUMBER OF TRANSMIT ANTENNAS M.

M =2 M=3 M =4
0,2 0,2 0,2
Bt (0,2) | (0,2) | (0,2) |
107t—10"¢ 107t—10"¢ 1071—10"¢
(2:2) (0,4) (0,4)
1071=3.1x1072 ’ ’
B=2 10~t—10"° 107t=10"°
(0,4)
3.1x1072-10"°
(2,4) (4,2) (4,2)
Bes 1071-3.7x107* 1071-5.8x1072 | 107 —1.3x 1073
- (0,8) (0,8) (0,8)
3.7x1074=107% | 5.8x1072=107°||1.3x1073=10"¢
3,5 4,4
(3,5) (4,4) (4,4)
1071=1.9x1072 107 1—1.2x1073 .
B=4 107t—10"°¢
(2,8) (3,5)
1.9%x1072-10"° 1.2x1073=107¢
(4.8) (6,5) (8,4)
107'-3.0x1073 ’ ’
1071 —1.6x1072 | 1071 =6.1x 1073
(3,10)
B=5 . .
3.0x1073-7.3x107°
(2,16) (4,8) (4,8)
7.3x107°=1076 1.6x1072-107%| 6.1x1073—10"6

Fig. 1.
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Fig. 2. Outage probability vs. SNR fdv/ = 4 transmit antennas and target ratefof= 1 bit/sec/Hz. For high enough SNR values,
power control (PC) outperforms beamforming (BF).
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Fig. 3. Power control with limited feedback. The vectoiis the output of an arbitrary (fixed) beamforming module.
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Fig. 4. (a) Optimal power control (or quantization) functiwith N,. power levels; outage only occurs wher: P; . (b) Optimal
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power control with perfect CSIT: truncated channel inamsiThe threshold valug, is determined by the transmit power constraint.
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Fig. 5. Matched module paiBFz, PCG) vs. unmatched paifBF2, PC;) for M=4 antennasB=2 bits, and R=1 bits/sec/Hz.
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Fig. 6. Beamforming and power control with limited feedbadk ; N, < 2”. The scalar encoder is constrained By|z|*] =1.
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Fig. 7. 1c(z) andoy,.(x) for c =1 andk = 1, 5, 10.
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Fig. 8. The solution sequence of Subroutine 2 fo= 0.3, M = 3, Nyy = 5, Npe = 3, R = 1, and S = 10" realizations of the
channelh ~ CA(0,I,). The filled circle shows the random start point OR..c, pout) plane. Both axes are in linear scale. The
optimum curve(P},., ps.:) is generated by Algorithm 2.
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Fig. 9. The performance of Algorithms 1 and 2 fdf = 3 antennas)N,y = 5 beamforming vectors)N,. = 3 power levels, and
R =1 bits/sec/Hz.
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Fig. 10. The performance of different codebook size pairsMb=4 antennasB=5 bits, and R=1 bits/sec/Hz.
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Fig. 11. Outage probability vsSSNR for joint beamforming and power control with optimal codekasizes forAM = 4 antennas.
The optimal codebook sizes differ for different outage ptubty ranges; this is shown by changing the line width ooheaurve.
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