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Abstract— This paper considers a wireless cooperative cellular
data network with a base station and many subscribers in which
the subscribers have the ability to relay information for each
other to improve the overall network performance. For a wireless
network operating in a frequency-selective fading environment,
the choices of relay node, relay strategy, and the allocation
of power and bandwidth for each user are important design
parameters. The design challenge is compounded further by
the need to take user traffic demands into consideration. This
paper proposes a utility maximization framework for such a net-
work. We show that for a cellular system employing orthogonal
frequency-division multiple-access (OFDMA), the optimization
of physical-layer transmission strategies can be done efficiently
by introducing a set of pricing variables. The proposed solution
incorporates both user traffic demand and the physical channel
realization in a cross-layer design that not only allocates power
and bandwidth optimally for each user, but also selects the best
relay node and best relay strategy (i.e. decode-and-forward vs.
amplify-and-forward) for each source-destination pair.

I. INTRODUCTION

In a wireless network with many source-destination pairs,
cooperative transmission by relay nodes has been shown
to improve transmission rate and diversity of the wireless
network [1], [2]. The relays may facilitate transmission by
first decoding the transmitted codeword, then forwarding the
decoded codeword to the destination using a strategy known as
“decode-and-forward” (DF). Alternatively, a relay may simply
amplify its received signal and employ a so-called “amplify-
and-forward” (AF) strategy.

This paper is motivated by the following questions: In a
cooperative wireless network, which node should act as a
relay? What relay strategy should be used? When, and in
which frequency should relaying be employed? Clearly, the
answers to these questions depend on the topology of the
network. For example, when a relay is located closer to the
source than to the destination, decode-and-forward appears to
be a natural choice. On the other hand, when the relay is
located closer to the destination, its received signal-to-noise
ratio (SNR) may not be high enough to allow decoding, in
which case amplify-and-forward is more suited. However, the
optimal operation of relays is more complicated than that
provided by a rule-of-thumb. This is because the choices of
relay node and relay strategy also depend on the amount of
transmit power available at the source and at the relay, and
further on the user traffic patterns. This is particularly true in
a power- and bandwidth-limited network in which each node
may act as a source/destination or relay simultaneously. In this

case, the partitioning of the power and bandwidth between the
transmission of one’s own data vs. the relaying of other user’s
traffic becomes crucial. The optimal power and bandwidth
allocation is further coupled with the choice of relay and the
choice of relay strategies.

This paper takes a system view of the cooperative network,
and aims to jointly optimize relay strategies and physical-layer
resources in a network. We focus on a cellular data network
with a single base station and many subscribers in each cell,
where each subscriber has the ability to relay information for
each other. Further, we consider a network employing orthogo-
nal frequency-division multiple-access (OFDMA) where each
user node may simultaneously act as a source, a destination,
or as a relay, but at different frequency tones. In such a
network, the power allocation among the transmitting nodes
in the network and across the frequency tones can greatly
affect network performance. Our target application is a fixed
broadband access network in which channel estimation is
feasible, and where centralized resource allocation can be
implemented. The cooperative strategies considered in this
paper take advantage of the broadcast nature of wireless
channel, and allow the destination to cooperatively “combine”
signals sent by both the source and the relay.

The issue of power control for relay-assisted networks has
been dealt with in [3], [4] and many others. In particular,
the question of which node to use as the relay [5], [6] and
which relay strategy to employ [7] has always been regarded
as important but difficult. This paper makes progress by
showing that the joint relay-strategy selection and resource
allocation problem may be solved globally and efficiently by
using a set of dual variables. Our approach accounts for user
traffic demand, and it represents a cross-layer optimization
framework for cooperative networks. A key technique in our
study is the use of pricing to determine the optimal relay
strategy. Pricing has been used in earlier studies of both
multihop [8] and ad-hoc relay networks [9], where pricing
information is used to give selfish nodes an incentive to relay.
The present paper describes a centralized system where prices
are used to regulate system resources in order to achieve an
overall global optimal performance for the network.

The notation used in the paper is as follows. Boldface lower-
case letters are used for column vectors. 0 and 1 denote
the all-zero and all-one column vectors respectively. For two
vectors of the same length, “�” and “�” denote component-
wise inequalities. Lower-case letter xi denotes the ith entry of
x. Boldface upper-case letters denote matrices. For a matrix
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X , X(i, j) represents the entry on the ith row and jth column.
The vector X(i, :) is the ith row of X , and X(:, j) is the jth

column of X . The superscripts (·)T , (·)H denote transpose,
and the Hermitian respectively.

II. UTILITY MAXIMIZATION FRAMEWORK

This paper adopts a network utility maximization (NUM)
framework in which each data stream has an associated utility
function. A utility function is a concave function of data rates
that reflects user satisfaction. The choice of utility function
depends on the user application (e.g. data, video.) The network
objective is to maximize the sum utility. The NUM framework
originated from the work of Kelly et al [10], and it has been
applied to many physical-layer design problems [11]. In the
context of a cooperative network where a cooperative node
must spend its own resources to relay information for other
nodes, maximizing sum utility serves as a common objective
to create incentives for user nodes to act as relays.

A. System Model

The cooperative cellular network considered in this paper
consists of a base station and K user nodes. Let K =
{1, 2, ...,K} be the set of user nodes. Denote the base
station as node K + 1. Let K+ = {1, 2, ...,K + 1} be
the extended set of nodes. Each of the K user nodes has
both downlink (d) and uplink (u) communications with the
base station, so there are 2K data streams in total. Let M
be the set of all data streams, i.e. M = K × {d, u} =
{(1, d), (2, d), ..., (K, d), (1, u), (2, u), ..., (K,u)}. Each node
in the system is equipped with a single antenna.

The cooperative network of interest employs an OFDMA
physical-layer with N tones. Let N = {1, ..., N} denote the
set of tones. To prevent inter-stream interference, we restrict
that there is only one active data stream in each tone. However,
each of the 2K data streams can be active in more than one
tone. Moreover, we impose the condition that an active data
stream can use at most one relay (where the relay node can
be any one of the other K−1 user nodes.) We further assume
that diversity combining at the destination occurs only when
the source-relay, source-destination, and relay-destination links
are all at the same tone. Note that uplink and downlink
transmissions take place simultaneously in the network, so the
base station is both a source and a destination (but in different
tones.) However, the base station can never be the relay. On the
other hand, all user nodes in the network can simultaneously
be a source, a relay, and a destination (again in different tones.)
The wireless channel is modelled as a frequency-selective
fading channel with coherence bandwidth in the order of the
bandwidth of a few tones. We further assume a slow fading
environment, so that full channel side-information (CSI) is
available at the base station.

Let P be a (K + 1) × N matrix such that P (i, n) denotes
the power spent by node i in tone n. Because only the source
and relay spend power in each tone, the column vector P (:, n)
has at most two non-zero entries. Similarly, let R be a 2K×N

matrix such that R(m,n) denotes the actual rate achieved by
stream m in tone n. Since only one stream can be active in

each tone, the column vector R(:, n) has at most one non-
zero entry. Power and rate are related by the achievable rate
region, denoted as R ∈ C(P ). The achievable rate region
implicitly accounts for the best possible use of relay strategies,
and design restrictions mentioned this paragraph.

By definition, (P1)i, i.e. the row sum of P , is the total
power spent at node i, summed across all tones. Similarly,
(R1)m, i.e. the row sum of R, gives the data rate for
data stream m, summed across all tones. A separate power
constraint, pmax = [pmax

1 , pmax
2 , ..., pmax

K+1]
T , is imposed on

each node. A separate utility function Um is associated with
each data stream m. The objective is to optimally allocate
power among the frequency tones, while choosing the best
relay node and strategy, in order to maximize the network
sum utility. Expressed succinctly, the optimization problem is

maximize
∑

m∈M

Um((R1)m) (1)

subject to P1 � pmax, R ∈ C(P )

B. Cross-layer Optimization via Dual Decomposition

In general, finding the achievable rate region C(P ) in-
volves a search over all possible power allocations, relays,
and relay strategies. So, the optimization problem (1) is a
mixed integer programming problem, and the structure of
C(P ) is complicated. However, in an OFDMA system with
many narrow subcarriers, C(P ) is always convex because
the time-sharing of two transmission strategies can always be
implemented across the frequency tones via frequency-division
multiplexing. The idea is that if two sets of rates using two
different power allocations and relay strategies are achievable
individually, then their linear combination is also achievable
by a frequency-division multiplex of the two sets of strategies.

The key point is that this observation, made early in [12]
for a spectrum balancing problem and in [11], is applicable
even as discrete relay-selection and relay-strategy-selection
are involved. This opens the door for using convex optimiza-
tion techniques for solving the mixed integer programming
problem (1). In particular, using the duality theory of [12],
the following is true:

Proposition 1: The optimization problem (1) has zero du-
ality gap in the limit as the number of OFDM tones goes to
infinity.

The zero-duality result implies that the Lagrangian tech-
nique can be used to solve the mixed integer-programming
problem efficiently. In particular, the Lagrangian method leads
to a decomposition of the utility maximization problem into
two smaller subproblems, each of which may be solved
independently. The rest of this section develops this dual
decomposition result. First, rewrite (1) as

max
P,R

∑
m∈M

Um(tm) (2)

s.t. P1 � pmax, R1 � t, R ∈ C(P )

where t = [t(1,d), t(2,d), ..., t(K,u)]
T are extra variables. The

key step is to relax R1 � t by first forming the Lagrangian

L =
∑

m∈M

(
Um(tm) + λm

( ∑
n∈N

R(m,n) − tm

))
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where λ = [λ(1,d), λ(2,d), ..., λ(K,u)]
T , with λm being a dual

variable corresponding to stream m. The dual function

g(λ) =

{
max
P ,R,t

L(P ,R, t,λ)

s.t. P1 � pmax, R ∈ C(P )
(3)

consists of application-layer variables t, and physical layer
variables P and R. Moreover, g(λ) can be separated into
two maximization subproblems, namely a utility maximization
problem, corresponding to a rate adaptation problem in the
application layer

gappl(λ) = max
t

∑
m∈M

(
Um(tm) − λmtm

)
(4)

and a joint relay-strategy selection and power and bandwidth
allocation problem in the physical layer

gphy(λ) =

⎧⎨
⎩

max
P ,R

∑
m∈M

λm

∑
n∈N

R(m,n)

s.t. P1 � pmax, R ∈ C(P )
(5)

Thus, the optimization framework provides a layered approach
to the sum utility maximization problem. The application
layer adaptively adjusts user’s traffic demand based on the
current channel conditions, while the physical layer adaptively
allocates power and bandwidth and selects the best choice of
relay and relaying scheme to obtain rates required by the upper
layer. The interaction between the layers is now controlled
through the use of the dual variable λ, which coordinates the
user demand and the physical layer supply of rates. Because
(1) has zero duality gap, it can be solved via its dual

minimize g(λ) (6)

subject to λ � 0

In particular, the update of λ may be done using a subgradient
method [13] as follows:

Subroutine 1: Subgradient-based method for solving (6)
1) Initialize λ(0).
2) Given λ(l), solve (4) and (5) separately to obtain the

optimal values t∗, P ∗, and R∗.
3) Set λ(l+1) = λ(l) + (ν(l))T (t∗ − R∗

1)
4) Return to step 2 until convergence.

Subroutine 1 is guaranteed to converge to the optimal dual
variable, if the step sizes ν(l) are chosen following a dimin-
ishing step size rule [14]. From the optimal dual variables, the
optimal primal variables can then be found easily.

C. Solutions of individual subproblems

We now describe efficient methods to solve the two subprob-
lems, which together with the first decomposition described
in the previous section, solve the overall utility maximization
problem globally and efficiently.

1) Application Layer Subproblem: Note that gappl(λ) as in
(4) can be solved by maximizing each of the summation terms
separately. Specifically, since Um is a concave function of tm,
so is Um(tm)− λmtm. Therefore, t∗m can be found by taking
the derivative of (Um(tm) − λmtm) with respect to tm and
setting it to zero. Example 1 shows a class of utility functions
that will later be used in simulation results.

Example 1: Let t be data rate, and define

U(t) =

{
a

(
1 − e−bt

)
, if t ≥ 0

−∞, if t < 0
, (7)

where a and b are strictly positive real numbers. a represents
the upper limit of the utility, while b is chosen such that at
some rate c, the utility is equal to 0.9a. Given c, b = ln (0.1)

−c
. In

the application layer subproblem, the per stream maximization
is of the form (U(t) − λt). By calculus,

t∗ = max

(
0,−

1

b
ln

λ

ab

)
(8)

2) Physical Layer Subproblem: The physical layer sub-
problem is the more difficult of the two. Finding R∗ involves
selecting the best data stream, power allocation, relay node
and relay strategy in all tones. Further, the per-node power
constraint introduces coupling across the tones. This section
shows that by a second decomposition step, the coupling
across the tones can be removed, resulting in a procedure that
is linear in the number of tones. The main technique here
is reminiscent of the weighted sum-rate problem in [15]. A
Lagrangian can be formed by relaxing the constraint P1 �
pmax and introducing prices into the objective function of
(5):

Q =
∑

m∈M

λm

∑
n∈N

R(m,n)

+
∑

i∈K+

µi

(
pmax

i −
∑
n∈N

P (i, n)

)
(9)

where µ = [µ1, µ2, ..., µK+1]
T . The key observation is that

q(µ) =

{
max
P ,R

Q(P ,R,λ,µ)

s.t. R ∈ C(P )
(10)

can now be decoupled into N per-tone maximization subprob-
lems: ∀n ∈ N ,

max λmR(m,n) − (µSP (S, n) + µRP (R, n))
s.t. R(:, n) ∈ C(P (:, n))

(11)

The complexity of the physical layer subproblem is now linear
in N . The dual variables µ represent the cost of power for
each node. Together, λ and µ coordinate “supply” of power
and “demand” for rates.

A critical requirement for the decomposition of the phys-
ical layer subproblems into N per-tone subproblems is the
convexity structure of the problem, namely C(P ) can always
be made a convex region if time- or frequency-sharing can be
implemented. Therefore, the physical layer subproblem also
has zero duality gap, and can be solved optimally via the dual
problem

minimize q(µ) (12)

subject to µ � 0

Again, a subgradient approach with appropriate step sizes may
be used to solve the dual problem.

Subroutine 2: Subgradient-based method for solving (12)

1) Initialize µ(0).
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2) Given µ(l), solve the N per-tone maximization prob-
lems (11) separately to obtain P ∗ and R∗.

3) Set µ(l+1) = µ(l) + (ε(l))T (P ∗
1 − pmax)

4) Return to step 2 until convergence.
Now, it remains to solve the per-tone optimization problem

(11). The optimizing variables are

• Data stream m (m ∈ M)
• Relaying scheme = {DC, DF, AF}1

• Choice of relay node R (R ∈ K,R �= S or D)
• Bit rate R(m,n)

As the search variables are discrete, the per-tone maximization
problem above can be solved by simply searching over a
discrete set. Size of the set is the product of the number of bits,
data streams, relay nodes and relay strategies. Such a search
is often feasible for a practical network.

III. OPTIMAL RELAY-STRATEGY SELECTION

A main point of the previous section is that the joint
relay operation and power allocation problem across frequency
tones can be solved globally and efficiently. This hinges upon
an efficient solution to the per-tone problem. This section
provides a solution to the per-tone power allocation problem
for each relay strategy. The main idea is to express the required
power at the source and at the relay as a function of the given
rate for each relay strategy. This is done for each stream
m (which uniquely determines S and D) with a possible
participation of a relay R at each tone.

This paper focuses on two-time-slot implementation of AF
and DF, and imposes the practical constraint that a relay node
cannot send and receive at the same time in the same tone
[16]. In both relaying schemes, during the first time-slot, only
S transmits, which simplifies expression with insignificant
performance loss. The difference between AF and DF is in
the operation of R. In AF, R amplifies the signal it receives
in the first time-slot, and sends it out in the second time-slot.
In DF, R attempts to decode its received signal in the first
time-slot. If decoding is unsuccessful, R will remain silent
in the second time-slot. Otherwise, R re-encodes the decoded
data and then transmits it in the second time-slot.

Achievable rates for two-time-slot cheap relay channel as a
function of transmit powers have been previously derived in
[1]. What is required here is, however, the optimal transmit
power as a function of rates. With a participation of a relay,
an entire range of power allocations is possible at S and R for
each fixed bit rate. The main idea is to show that by using an
extra optimization step that accounts for the pricing structure
of the power availability, the optimal powers can be readily
found.

As mentioned earlier, perfect knowledge of channel gain and
noise variance is assumed. Power spent at node i and data rate
of stream m in tone n are denoted as P (i, n) and R(m,n)
respectively. However, since transmission takes place in two
time-slots, both actual power and actual data rate should be
halved. Throughout this section, P ∗(·, n) denotes the optimal
transmit power (at either S or R) at a data rate R(m,n).

1DC stands for “direct channel”, i.e. no relay.

Subscripts 1 and 2 are used to denote the first and the second
time-slots, respectively. We denote xS1 as the symbols sent by
S, yD1 and yD2 as the received symbol at D, and yR1 as the
received symbol at R. The complex channel gains from S to
D, S to R, and R to D are denoted as hSD, hSR, and hRD,
respectively. The channel gains are assumed to be identical in
both time-slots. Moreover, nD1, nD2, and nR1 are circularly
symmetric complex Gaussian noises CN (0, NoW ).

A. Direct Channel (DC)

The DC channel is modelled as

yD =
√

P (S, n)hSDxS + nD (13)

The achievable rate (in b/s/Hz) is well-known:

R(m,n) ≤ log2

(
1 +

P (S, n)|hSD|
2

ΓNoW

)
, (14)

where Γ is the gap to capacity. For discrete bit-loading,

P ∗(S, n) = (2R(m,n) − 1)
ΓNoW

|hSD|2
. (15)

B. Decode-and-forward (DF)

The channel equations of DF relay channel are:

yD1 =
√

P (S, n)hSDxS1 + nD1 (16)

yR1 =
√

P (S, n)hSRxS1 + nR1 (17)

yD2 =
√

P (R, n)hRDxS1 + nD2 (18)

For successful decoding of xS1 at the relay, we need:

R(m,n) ≤ log2

(
1 +

P (S, n)|hSR|2

ΓNoW

)
, (19)

or equivalently,

P (S, n) ≥ (2R(m,n) − 1)
ΓNoW

|hSR|2
, (20)

For successful decoding at D, we need

R(m,n) ≤ log2

(
1 +

P (S, n)|hSD|2 + P (R, n)|hRD|2

ΓNoW

)
A maximum-ratio combining formula is used to derive the
above equation. Rearranging the above gives

P ∗(R, n) =

(
2R(m,n) − 1

)
ΓNoW − P (S, n)|hSD|

2

|hRD|2
(21)

If P ∗(R, n) ≤ 0, then DF is not a suitable relay scheme.
Now, it remains to optimize P (S, n), which is not immedi-

ate since at a fixed rate R(m,n), decreasing P (S, n) would
increase P ∗(R, n), which may actually decrease the utility.
Recall that the objective of the per-tone optimization problem
as expressed in (11) is

max
P (S,n)

λmR(m,n) − µSP (S, n) − µRP ∗(R, n) (22)

From (21), P ∗(R, n) may be obtained as a function of
P (S, n), so that the entire objective is a function of P (S, n)
only. Since the optimization problem is now unconstrained, it
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can be solved by looking at the first order derivative of the
objective function (called f below):

df

dP (S, n)
= −µS + µR

|hSD|2

|hRD|2
(23)

Note that the objective is a linear function of P (S, n), so the
derivative is a constant. This implies that if df

dP (S,n) > 0, then
P (S, n) should be set to infinity. From (21), this means DF is
unnecessary. On the other hand, if df

dP (S,n) ≤ 0, then P ∗(S, n)
should be set to the minimum as expressed in (20). Note that
by (21), such a P ∗(S, n) guarantees that P ∗(R, n) is positive.

The DF mode power allocation procedure is summarized
below:

Subroutine 3: Optimal power allocation for a fixed R(m,n)
in the DF relay mode:

1) If |hSR| <= |hSD|, set P ∗(S, n) = P ∗(R, n) = ∞,
2) else if −µS + µR

|hSD|2

|hRD|2 > 0, then set P ∗(S, n) =

P ∗(R, n) = ∞,
3) else set P ∗(S, n) and P ∗(R, n) according to (20) and

(21), respectively, with equality.
4) Divide R(m,n), P ∗(S, n), and P ∗(R, n) by 2.

C. Amplify-and-forward (AF)

The channel equations of AF relay channel are:

yD1 =
√

P (S, n)hSDxS1 + nD1, (24)

yR1 =
√

P (S, n)hSRxS1 + nR1, (25)

yD2 = βyR1hRD + nD2, (26)

where

β =

√
P (R, n)

P (S, n)|hSR|2 + NoW
(27)

is the power amplification factor at R.
To analyze the power requirement for AF, recognize that in

order for the destination D to decode the signal xS1, which is
sent across two time-slots, we must have

R(m,n) ≤ log2(1 + SNRAF) (28)

where SNRAF is

1

Γ

[
P (S, n)|hSD|

2

NoW
+

P (R,n)P (S,n)|hRD|2|hSR|2

P (S,n)|hSR|2+NoW

NoW
(
1 + P (R,n)|hRD|2

P (S,n)|hSR|2+NoW

)
]

Rearranging the above, we get

P (R, n) =
(c1P (S, n) + c2)(c3P (S, n) + c4)

c5P (S, n) + c6
, (29)

where

c1 = |hSD|2, c2 = −(2R(m,n) − 1)ΓNoW, c3 = |hSR|2,
c4 = NoW, c5 = |hRD|

2(−|hSD|
2 − |hSR|2),

c6 = (2R(m,n) − 1)ΓNoW |hRD|
2.

Now, observe that (c3P (S, n) + c4) > 0 always. Thus,
to ensure P ∗(R, n) > 0, the terms (c1P (S, n) + c2) and
(c5P (S, n) + c6) must either be both greater than zero or
both less than zero. It is not hard to see that a valid solution

is obtained only when both terms are less than zero, leading
to a feasible region for P (S, n) as

Pmin(S, n) < P (S, n) < Pmax(S, n), (30)

where

Pmin(S, n) =
(2R(m,n) − 1)ΓNoW

|hSD|2 + |hSR|2
(31)

Pmax(S, n) =
(2R(m,n) − 1)ΓNoW

|hSD|2
. (32)

Now, it remains to choose the optimal power allocation for
a fixed R(m,n). Similar to the analysis in the DF mode, the
per-tone objective is as expressed in (11):

max
P (S,n)

λmR(m,n) − µSP (S, n) − µRP ∗(R, n) (33)

Let’s call the objective function above f . First, we show that
f is a concave function of P (S, n). Compute

df

dP (S, n)
= −

µS

2
−

µR

2

dP ∗(R, n)

dP (S, n)
, (34)

d2f

dP (S, n)2
= −

µR

2

d2P ∗(R, n)

dP (S, n)2
(35)

It is not difficult to verify by algebra that for P (S, n) within
the feasible region (30), dP∗(R,n)

dP (S,n) < 0 and d2P∗(R,n)
dP (S,n)2 >

0. Substituting the result into (34) and (35) tells us that
d2f

dP (S,n)2 < 0 within the feasible region of P (S, n), thus
proving concavity.

The concavity of f and the observation that f is continuous
ensure that there is a unique optimal value of f within the
feasible region for P (S, n). The optimal value can be found
by solving for the root of df

dP (S,n) . This can be done with a
root-finding method such as the Newton’s method. The AF
mode power allocation procedure is summarized below:

Subroutine 4: The best power allocation for a fixed
R(m,n) in the AF relay mode:

1) Solve the equation df
dP (S,n) = 0 to obtain P ∗(S, n),

using either bisection or a Newton’s method, within the
feasibility range (30).

2) Set P ∗(R, n) according to of (29).
3) Divide R(m,n), P ∗(S, n), and P ∗(R, n) by 2.

D. Summary of the Algorithm

The subroutines presented in this paper are interconnected
hierarchically. The original sum utility problem can be solved
optimally in the dual domain using Subroutine 1, which
requires the solutions to both the application-layer subproblem
(which is trivial) and the physical-layer subproblem (which
requires Subroutine 2.) An important step of Subroutine 2 is
the solution to N per-tone maximization problems. Each per-
tone problem can be solved efficiently by searching over a
discrete set. The discrete search involves the expressions of
the required power at the source and at the relay as a function
of the bit rate for different relaying schemes. Subroutines 3 and
4 describe the associated procedures for DF and AF relaying
respectively. Because of the convexity of C(P ) and the fact
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(Node 3)

For direct transmission and relaying
Only for relaying

Fig. 1. Topology of a cooperative network with 2 user nodes.

that the utility maximization problem has zero duality gap, we
have:

Theorem 1: The algorithm summarized in the preceding
paragraph always converges to the global optimal value of
(1). This is true whenever C(P ) is convex, which is obtained
in the limit as the number of OFDM tones goes to infinity.

IV. SIMULATIONS

This section illustrates the proposed joint resource allocation
and relay-strategy selection procedure by providing simulation
results for the following two networks. In both cases, the total
system bandwidth is set to 80MHz, with the number of OFDM
tones N = 256. All links in the networks are assumed to have
small-scale i.i.d. Rayleigh fading and a large-scale path loss,
with path loss exponent of 4. Utility functions are chosen as
described in Example 1 with parameters a = 10 and c =
125Mbps for downlinks and a = 1 and c = 12.5Mbps for
uplinks.

A. Network with 2 User Nodes

Consider a network with a base station and K = 2 user
nodes, for a total of 3 nodes. The base station (node 3) is
fixed at (0,0) and node 2 is fixed at (10,0). The location of
node 1 changes in different parts of this simulation. The power
constraints of all nodes are the same such that pmax

i

NoW
= 23dB,

corresponding to a medium SNR environment. It is clear
that relaying is most beneficial to the second user. Moreover,
simulation shows that if one restricts relaying for the downlink
of the second user (2, d) only, a negligible decrease in the max-
imum system utility is observed. This is because our choice
of utility functions favor downlink transmission. Therefore, we
show results for the relaying of (2, d) only.

1) Fix Node 1 at (5, 0): As a first example, node 1 is fixed
at (5, 0). Fig. 1 shows the locations of nodes and describes
whether a link can be used for direct transmission, relaying
transmission, or both. It is found that by allowing relaying, the
maximum sum utility is 34.4% closer to the upper limit (which
is 22, calculated by summing the value of the parameter a for
all data streams.) This quantifies the merit of relaying.

Table I compares the achievable rates for various data
streams. Each user node spends part of its power to transmit
its own uplink data, and the rest of its power to act as relay.
The optimization technique proposed in this paper allows each
user node to find the optimal power and bandwidth division
between the two roles. Table I suggests that node 1 sacrifices
its own uplink data rate in return for higher data rates for node
2. In fact, node 1 spends 47.6% of its power in the relay mode.

TABLE I

RATES FOR VARIOUS DATA STREAMS IN THE 2-USER NETWORK.

Stream No Relay Allow Relay Percentage Change
(1, d) 130.0Mbps 115.9Mbps −10.8%
(2, d) 50.8Mbps 88.8Mbps 74.8%
(1, u) 27.0Mbps 19.4Mbps −28.2%
(2, u) 16.2Mbps 15.8Mbps −2.5%
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Fig. 2. The effectiveness of relaying for various positions of node 1.

2) Effectiveness of Relaying vs User Location: Fig. 2 shows
the increase in sum utility for various position of node 1.
Increase in performance is most significant when node 1 is
at (4, 0), and gradually decreases in both directions.

3) Relaying Scheme vs User Location: Fig. 3 shows the
dominant relaying scheme(s) for stream (2, d) for different
positions of node 1. The results of Fig. 3 nicely follow the
rule-of-thumb that when R can decode the received data, DF
is the preferred relaying scheme. As R moves further away
from S, AF relaying scheme is preferred. However, the simple
rule-of-thumb, without taking into consideration other factors,
does not tell us where the change of DF to AF occur, whereas
Fig. 3 shows exactly where the transition occurs.

B. Network with 4 User Nodes

The second set of simulations illustrate the optimal relay
strategy for a larger network with a base station and K = 4
user nodes. Fig. 4 shows the locations of different nodes and
describes possible relaying links. Note that in this example,
both relays 1 and 2 can potentially help downlink transmis-
sions for nodes 3 and 4. The proposed optimization procedure
selects the best relay in accordance with the realization of the
channel and the availability of power and bandwidth.

The power constraints of all nodes are such that pmax

i

NoW
=

20dB, (i ∈ K+). This corresponds to a medium SNR environ-
ment. Using the proposed optimization procedure, it is found
that by allowing relaying, the maximized sum utility increases
from 34.38 to 37.20, which is 29.3% closer to the upper limit
of 44. The result again quantifies the merit of cooperative
relaying. Note that in this simulation, each source-destination
pair selects both the best relay and the best relay strategy in
each frequency tone. This is done in a globally optimal way.
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Fig. 3. Dominating relay scheme(s) for stream (2, d) for various positions
of node 1. (“AF and DF” indicates that both AF and DF are possible at that
location, depending on resource constraints and channel realization at a tone.)
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For direct transmission and relaying
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Fig. 4. Topology of a cooperative network with 4 user nodes.

Table II shows the rates for various data streams, for
both when relay modes are allowed and when they are not.
Again, as downlink is preferred by the virtue of the choice
of the utility function, both (3, d) and (4, d) streams benefit
tremendously from relaying. In fact, as shown in Table III,
over 90% of power is used for relaying in nodes 1 and 2.
These results illustrate that in a system with optimal allocation
of bandwidth and power that truly maximizes the sum utility,
nodes 1 and 2 would sacrifice its own data rates for the benefit
of nodes 3 and 4.

V. CONCLUSION

This paper proposes a utility maximization framework that
is capable of selecting the best relay, the best relay-strategy,
and the best power, bandwidth and rate allocation in a cellular
network with relays. By using a dual optimization technique
for OFDMA systems, we show that the seemingly difficult
joint system optimization problem can be solved efficiently
and globally under a pricing structure. The proposed resource
allocation scheme realizes the cooperative gain of a relay
network by taking into account both physical-layer resource
availability and the application-layer user traffic demands in a
cross-layer approach.

TABLE II

RATES FOR VARIOUS DATA STREAMS IN THE 4-USER NETWORK.

Stream No Relay Allow Relay Percentage Change
(1, d) 152.8Mbps 148.4Mbps −2.9%
(2, d) 135Mbps 129.4Mbps −4.1%
(3, d) 46.6Mbps 71.3Mbps 53.0%
(4, d) 54.1Mbps 80.5Mbps 48.8%
(1, u) 18.8Mbps 16.6Mbps −11.7%
(2, u) 18.8Mbps 16.3Mbps −13.3%
(3, u) 11.9Mbps 13.8Mbps 16.0%
(4, u) 14.1Mbps 13.4Mbps −5.0%

TABLE III

PERCENTAGE OF POWER SPENT AS RELAY IN THE 4-USER NETWORK.

Node Percentage of power spent as relay
1 94.9%

2 92.2%

3 0%

4 0%
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