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Introduction

e Consider a communication situation involving mutliple transmitters and
receivers:
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— What is the value of cooperation?
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Motivation: Multiuser DSL Environment

e DSL environment is interference-limited.
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— Explore the benefit of cooperation.
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Gaussian Vector Channel

e Capacity: C = max I(X;Y).

e Optimum Spectrum:

ximize —lo
2 K]
subject to tr(Kyz) < P,
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Gaussian Vector Broadcast Channel

e Capacity Region: {(Ry, -, Rk) : Pr(W, # W) — 0, k=1,---K}.
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e Capacity is known only in special cases.

— This talk focuses on sum capacity: C' = max{R; +---+ Rxi}.
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Broadcast Channel: Prior Work

e Introduced by Cover ('72)

— Superposition coding: Cover ('72).
— Degraded broadcast channel: Bergman ('74), Gallager ('74)
— Coding using binning: Marton ('79), EI Gamal, van der Meulen ('81)

— Sum and product channels: El Gamal ('80)
— Gaussian vector channel, 2 x 2 case: Caire, Shamai ('00)

e General capacity region remains unknown.
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Degraded Broadcast Channel
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e Superposition and successive decoding achieve capacity (Cover '72)
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Gaussian Vector Broadcast Channel
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e Superposition coding gives:
1 |\H K H{ + HK,H{ + K, .|

R, = I(Xy:Yy) =<1
1 HyKoHY + HoK 1HY + K.,
Ry = I(XaiYay)= slog 2fells IR0, 4 ey
2 |HoK1Hy + K.,
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Channel with Transmitter Side Information

Gaussian Channel ... with Transmitter Side Information
ZNN(O,N) e SNN(O,Q) ZNN(O,N)
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Writing on Dirty Paper

e A surprising result due to Costa ('83):

—————————— ST~ N(0,Q)  Z™ ~N(0,N)
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e This inspired Caire and Shamai's work on 2x2 broadcast channel ('01).
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Channel with Side Information

woe 2 — X" (W, ") — p(ylz, s) YT = W(YT)

e Gel'fand and Pinsker ('80), Heegard and El Gamal ('83):

C'= max {I(U;Y)—I(U;S)},

p(u,z|s)

e Key: What is the appropriate auxiliary random variable U?
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Random Binning and Joint Typicality

=
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e Randomly choose u"(i), i € 2"/(UsY)  Binning using B : 271 — 27C.

e Encode: Given s™ and message W, find ¢ such that (u"(%), s™) is jointly
typical, and B(i) = W. Send: z" = u"(i) — as”".

e Decode: Find (y",u™()) jointly typical. Recover W = B(i).
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Costa’s Choice for U

__________ S~ N(0,Q)  Z"™ ~ N(0,N)

\
W e 2™t —m XT(W, S™) % =y W)

e Fori.id. S and Z:

— Let U = X 4+ aS, where « = P/(P + N).
— Let X be independent of S.
— This gives the optimal joint distribution on (S, X,U,Y, 7).

C=I1U;Y)—-1(U;S) zélog (1+§)
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Colored Gaussian Channel with Side Information

—————————— ST~ N(O, KSS) Z™ ~ N(()? KZZ)

\
w e 2t —— x71 (5™ % é -y — W (Y")

e For colored S and ~Z:

— Let U=X+FS, where F = K, (K,, + K,,)" %
— Let X be independent of S.

C:I(U;Y)—I(U;S):§log| u;_| |
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Wiener Filtering

e The optimal non-causal estimate of X given X + Z is X = F(X + Z),

where

e The optimal auxiliary random variable for channel with non-causal
transmitter side information is U = X + F'S, where

e Curiously, the two filters are the same.
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Writing on Colored Paper

Gaussian Channel ... with Transmitter Side Information
ZNN(O,Kzz) :- """"" SNN(O,KSS) ZNN(O,Kzz)
X - X = U Y

1 K., +K,, 1 Kz + K2
—log‘ il | C —log| il |

C — p—
2 K. | 2 K|

e Capacities are the same if .S is known non-causally at the transmitter.

— Several other proofs have been found by Cohen and Lapidoth ('01),
and Zamir, Shamai and Erez ('01) under different assumptions
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New Achievable Region
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Converse

e Broadcast capacity does not depend on noise correlation: Sato ('78).

/ /
“1 Zl - == Zl - ==
B I B A T B D S
mg%yg mg%yg :Ug%y i
p(Zl):p(Zi) - Il
if - not necessaril z1.29) = p(27, 2
{ p(z2) = p(2h) y p(21, 22) = p(21, 23)

e Thus, sum-capacity C' < I[I(lin max I(X;Y).
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Strategy for Proving Achievability

1. Find the worst-case noise correlation z ~ N (0, K).
2. Design an optimal receiver for the vector channel with worst-case noise:

y=Hx+z

3. Precode x so that receiver coordination is not necessary.

e [ools:

— Convex optimization
— Generalized Decision-Feedback Equalization (GDFE)
Cioffi, Forney ('95), Varanasi, Guess ('97)
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Least Favorable Noise

e Fix Gaussian input K,,:

L HE G HY 4 K
minimize —lo
5 06 K..|
subject to K, = [ Kz * ]
* K.,z

e Minimizing a convex function over convex constraints.

e Optimality condition: K! — (HK,,H' + K.,) ! = [
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Generalized Decision Feedback Equalizer

e Key idea: MMSE estimation is capacity-lossless

s
=
N

V/
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GDFE with Transmit Filter

z ~ N (0, QAQ")

u XNN(()?KJZJZ) y 1 ~ ~ ~ u
o F - H Q| AT -~ (HAT + 1) |~

\ 7 \ . 4
" N

H = ﬁQHF MMSE estimation

e Set z ~ N(0, K,,) to be the least favorable noise.
e Fixx ~ N(0,K,;), and u~ N(0,I). Choose a transmit filter F'.

Wei Yu 21



GDFE Precoder

Z
r { } : 7T — 1 ~—T / ™ D e ﬁl
u — H — H - A G ¥ S - ecision N A~
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feedforward filter
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e Decision-feedback may be moved to the transmitter by precoding.

e Least Favorable Noise <= Feedforward /whitening filter is diagonal!

C = rlréin I(X;Y) (i.e. with least favorable noise) is achievable.
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Gaussian Broadcast Channel Sum Capacity

e Achievability: C > max r}n{in I(X;Y).

e Converse (Sato): C' < r}n{in max I(X;Y).

e (Diggavi, Cover '98): r}r%in max I(X;Y) = r%axrlrgin I(X;Y).

Theorem 1. Gaussian vector broadcast channel sum capacity is:

o , 11 \HKmHTJrKZZ\
= INnax I11in — 10
Koy Kew 200 K. |
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Gaussian Mutual Information Game

4~ N(O, KzZ)
'
X ~N(0,K;,)—~ H -1 - Y
Strategy Objective
Signal Player {K., : trace(K,,) < P} max I (X;Y)

Fictitious

. _ Kzlzl * . .
Noise Player {Kzz Kz = [ ] 2 O} min [(X;Y)

* K 2979

Nash equilibrium exists.
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Saddle-Point is the Broadcast Capacity

e The optimum K is a water-
filling covariance against K7,.

e The optimum K, is a least-
favorable noise for K .

Broadcast Channel Sum Capacity = Nash Equilibrium
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The Value of Cooperation

r;l(axl(X;X—l—Z) rlr%axl(X;X—l—Z)

Kyw =
s.t. trace(K,,) < P s.t. 0 K s.t.

Wei Yu

min max I (X; X + Z)
KZZ K.CCQZ'

— Kzlzl *
KZZ - [ * Kz222

trace(Kzz) < P
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Application: Vector Transmission in DSL

YA
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e If interference is known in advance, it can be pre-subtracted:

— Send X{ :Xl—XQ—Xg.

e Problem: energy enhancement || X7||? = || X1]]* + || X2||* + || X3]|°.
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Reducing Energy Enhancement: Tomlinson Precoder
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e Key idea: Use modulo operation to reduce energy enhancement

M M

— X is uniformly distributed in [—5-, 5.

e Capacity loss due to shaping: 1.53dB. (Erez, Shamai, Zamir '00)
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Shaping Loss

Optimal /\ f ~ N(0,0%)

X G - Y

Tomlinson
Precoding

e Gaussian input distribution is optimum in a Gaussian channel.

— But, Tomlinson-Harashima precoding produces uniform distribution.

e Need to use shaping techniques to recover shaping loss.
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Shaping: Modulo a Sphere

e High dimensional Gaussian = Uniform distribution in a sphere.

— Uniform distribution can be produced by modulo operation

4

e Shaping can be done by expanding the constellation modulo a sphere.
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Precoding with Spherical Shape

e Precoding the entire S™ sequence.

— X" is uniformly distributed in the sphere = Gaussian distribution.

Wei Yu
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Precoding via Vector Quantization

fffffffffffffffffffffffffff A
-y _ X * * Y™ _ .

e Use the Voronoi region of a vector quantizer as the sphere.

— Quantization is a generalization of Modulo-M operation.
— Special case of lattice precoding by Zamir, Shamai, Erez ('01).

e At high SNR, shaping gain is completely recovered.
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Voronoi Shaping using Nested Trellis Codes

e Inner trellis error correcting code + Outer trellis shaping code.

® 6 6 6 06 0 0 O
® 6 6 6 06 0 0 O
® 6 6 6 6 ¢ 0 O
® © 6 6 06 0 0 O
\
\

e Use the Voronoi region of shaping code to approximate the sphere.
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Trellis Precoding

| l y y l y

Constellation Viterbi Alg. Constellation ' l
Mapping | | for C, @O Mapping OO0
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Trellis shaping (Forney, Eyuboglu '92): 1dB shaping gain with 4-state code.
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Summary

e Sum capacity of a Gaussian vector broadcast channel is:

C , 11 |HKmHT+KZZ\
= Inmax 1min — 10
Kow Kon 2000 K..|

— "Dirty-paper” coding is applicable to non-degraded channels.
— Generalized decision-feedback equalizer is an optimal receiver.

e Practical precoding methods are proposed:

— Tomlinson precoder gets within 1.53dB of capacity.
— Trellis shaping codes can be used to approach capacity.
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