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Abstract—The joint spectrum partition and user association
problem for multi-tier heterogeneous networks is studied in this
paper, where disjoint spectrums are allocated among tiers and
users are associated with each tier with a biased received power.
The random placement of base-stations (BSs) of different tiers are
modeled using stochastic geometry, which accounts for their prac-
tical deployment and also makes analysis tractable. We derive an
upper bound of the average user proportional fair utility based
on the user coverage rate, from which we formulate a network
utility maximization problem. The optimization of the proposed
utility bound shows that the optimal spectrum allocation for each
BS tier matches the average proportion of users associated with
that tier. The solution to the optimization problem also provides
closed-form expressions for the optimal user associated bias
factors. Compared to system-level optimization solutions based
on specific network topology and channel realization, our off-
line analytical approach offers deployment insights. Simulation
results demonstrates the effectiveness of the proposed approach.

I. INTRODUCTION

Future wireless networks are expected to have exploding

mobile date transmission demands, which could be difficult

to satisfy by traditional single-tier macro cellular networks.

Heterogeneous architecture is proposed to be one solution

to this problem, where various types of low-power access

nodes such as micro, pico, femto base-stations (BSs) are

deployed in addition to the macro BSs to form a multi-

tier topology with a large quantity of small cells. While the

macro cells offer basic long-range coverage, the small cells

provide short-range but high-quality communication to nearby

users. The system parameters such as transmission powers and

deployment densities are distinct across BS tiers.

This paper addresses the joint load balancing and interfer-

ence mitigation problem in a multi-tier network. Our goal is

to maximize a utility function that is averaged over network

topologies and channel realizations. Such a utility is deter-

mined by the user-BS association and the specrum allocation

among tiers. In the following, we discuss the system modeling

assumptions of this paper, along with a literature review.

Biased user association. Associating users to their nearby

BSs with the maximum received power is not necessarily

optimal in multi-tier networks, since in this case most users

tend to connect to high-power macro BSs. Despite many

dynamic and complex approaches to user association available

in the literature, this paper adopts the simple but efficient

cell range expansion scheme, also known as the biased user
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Fig. 1. An example of 2-tier heterogeneous network with cell range extension.

association [1], where each BS is assigned a bias factor,

and each user is associated with the BS with the maximum

received power weighted by its bias. In this way, traffic can

be effectively off-loaded to lower-power nodes by setting a

(larger) power bias term towards them. See Fig. 1 as an

illustration of 2-tier network with biased association. Note that

the bias factors are assumed to be different across tiers but

the same within a tier for simplicity, as BSs within a tier are

assumed to have approximately the same load. The bias should

be properly designed such that all the users receive adequate

quality of service, i.e., it should achieve a tradeoff between

signal quality from the users’ perspective and load balancing

from the BSs’ perspective. In contrast to most previous works

where bias factors are empirically determined, the optimal bias

in terms of SIR and rate coverage is determined in [2], [3].

Disjoint spectrum partition. The interference problem is

exacerbated when cell range expansion is considered, as users

that are offloaded to small cells experience larger-than-usual

interferences from macro cells. By partitioning the available

spectrum into disjoint portion for each BS tier as proposed

in [4], [5], cross-tier interference can be avoided. This greatly

reduces the complexity of interference management especially

in an irregular topology. However, how to properly divide the

spectrum still remains an open issue.

The joint spectrum partition and user association problem is

studied in [3], [6]. The coverage probability and user rate are

analyzed in [3], but [3] is limited to a two-tier topology and it

does not perform optimization over the network parameters. In

[6], the spectrum partition and user association are optimized

for a general K-tier network in terms of user rate, with a

constraint on the fraction of spectrum that each tier can get.



A similar problem is studied in [7], where stochastic frequency

reuse instead of disjoint spectrum is assumed among BS tiers.

This paper intends to numerically compute the optimal

fraction of spectrum allocated to, and the optimal bias factor

of each BS tier in a K-tier network. For tractability, we use a

random point process to account for the irregular deployment

of the heterogeneous small BSs. We adopt a definition of user

coverage rate, based on which a closed-form upper bound of

the average user proportional fair utility is derived using tools

from stochastic geometry. By optimizing the proposed utility

function, we show that the optimal proportion of spectrum

allocated to each BS tier should match the optimal proportion

of users associated with that tier on average. Further, this

proportion can be computed in closed form. The optimal

user association bias can then be determined subsequently.

Simulation results are provided to validate our analysis.

II. SYSTEM MODEL

A. Multi-Tier Network Topology and Propagation Model

We consider a heterogeneous network with K tiers, where

BSs in the k-th tier is modeled as a two dimensional inde-

pendent homogeneous Poisson point process (PPP) Φk with

intensity λk . Without loss of generality, we assume λ1 < λ2 <

... < λK . Users are assumed to form an independent PPP Φu

with intensity λu. The transmit power of the k-th tier BSs is

Pk, and the pathloss exponent is α for all tiers (α > 2 is

assumed to ensure that the expected total noise is finite [8]).

B. Biased User Association

A user is associated with the k-th BS tier with the largest

biased received power

Pk

(

min
Li∈Φk

ℓk,i

)−α

Bk ≥ Pj

(

min
Li∈Φj

ℓj,i

)−α

Bj , ∀j, (1)

where ℓk,i is the distance from the i-th BS in the k-th tier to

the user, Li is the BS location and Bk is the bias factor of the

k-th tier.

Denote Ak as the probability of a user being associated with

BSs in the k-th tier. As in [9], we have

Ak =
λk (PkBk)

2/α

∑K
j=1 λj (PjBj)

2/α
. (2)

We can also recover {Bk}∀k from {Ak}∀k. Note that the

values of {Bk}∀k are not unique as the scaled bias factors

do not affect the user association results. We can choose to

normalize the bias factor of the K-th tier (the tier with the

largest intensity) to unit, i.e, setting BK = 1, and after some

manipulations we have

Bk =

(

λKAk

λkAK

)α/2
PK

Pk
. (3)

C. Orthogonal Partition of Spectrum Among Tiers

We assume that the total system spectrum W is orthogonally

partitioned for each tier, in order to avoid inter-tier interfer-

ence. The fraction of spectrum allocated for the k-th tier is

denoted as ηk, which satisfies the relation
∑K

k=1 ηk = 1.

D. Coverage Probability and User Coverage Rate

The coverage probability of a user associated with the k-th

tier is defined by the signal-to-interference ratio (SIR) of that

tier, i.e.,

Ck = P (SIRk > τk) , (4)

where τk is the given target SIR of the k-th tier, which is

determined by the physical-layer requirement such as the target

bit error rate (BER). We assume that the noise is negligible

compared with the interference, so the SIR of the k-th tier can

be expressed as

SIRk =
Pkℓ

−α
k,0gk,0

IΦk

, (5)

and interferences coming from other BSs of the k-th tier are

expressed as

IΦk
=

∑

Li∈Φk\BSk,0

Pkℓ
−α
k,i gk,i (6)

where gk,i is the exponentially distributed channel power gain

from the i-th BS in the k-th tier. Let the index of the serving

BS be 0, and denote BSk,0 as the serving BS in the k-th tier.

For simplicity of analysis, only one target SIR is assumed

for each tier in this paper, which corresponds to the case that

only one modulation and coding scheme is available for use.

In this case, the spectrum efficiency of the user associated with

the k-th BS tier has a binary form (in nats/s/Hz)

rk = log (1 + τk)1 (SIRk > τk) , (7)

where 1 (·) is the indicator function. By summing across the

spectrum βk that is allocated to this user, the user coverage

rate is proportional to the fraction of frequency spectrum that

yields non-zero rate. The average of this rate is

Rk = βkE (rk) = βkCk log (1 + τk) . (8)

III. UTILITY-ORIENTED JOINT OPTIMIZATION OF

SPECTRUM PARTITION AND USER ASSOCIATION

In this section, we first derive the average utility of a

typical (randomly chosen) user, based on which we formulate

and solve the joint optimization problem with regard to the

spectrum partition and user association bias.

A. Average User Utility

The average utility of the typical user is

U =

K
∑

k=1

AkUk, (9)

where Uk is the average user utility given that the typical user

is associated with the k-th tier BS. We adopt the commonly

used proportional fair metric for the utility as

Uk = E [log (Rk)]

= log [log (1 + τk)] + E [log (βk)] + E [log (Ck)] . (10)

The use of the logarithm utility separates the computation of

the expected βk and Ck, although they are not independent.



The average logarithm of per-user spectrum is difficult to

capture, we resort to its upper bound based on the concavity

of the logarithm function

E [log (βk)] < log [E (βk)] = log

[

E

(

Wηk

nk + 1

)]

(a)
= log

(

Wηkλkqk

Akλu

)

, where qk = 1−

(

1 +
Akλu

3.5λk

)−3.5

,

(11)

where nk is the number of users associated with the serving BS

in the k-th tier other than the typical user. Using Proposition 2

in [10] for single-tier networks, and replacing the user intensity

by Akλu for tier-k, (a) is derived since

E

(

1

nk + 1

)

=
λk

Akλu

[

1−

(

1 +
Akλu

3.5λk

)−3.5
]

. (12)

The expected logarithm of the coverage probability is av-

eraged over the user location, BS locations, as well as the

interference channel

EΦu,Φk,g [log (Ck)]

=

∫ ∞

0

EΦk,g [log (Ck) |ℓk,0 = x] fℓk,0
(x)dx. (13)

Under the biased user association, the probability density

function (PDF) of the distance between the typical user and

its serving BS in the k-th tier is given as in [9]

fℓk,0
(x) =

2πλk

Ak
x exp



−πx2
K
∑

j=1

λj

(

PjBj

PkBk

)2/α




(b)
=

2πλk

Ak
x exp

(

−πx2 λk

Ak

)

, (14)

where (b) is obtained by plugging (2).

Conditioned on the distance ℓk,0 = x between the typical

user and its associated BS in the k-th tier

EΦk,g [log (Ck) |ℓk,0 = x]

=EΦk,g {log [P (SIRk > τk)] |ℓk,0 = x}

=EΦk,g

{

log
[

P
(

gk,0 > τkP
−1
k xαIΦk

)]

|ℓk,0 = x
}

(c)
=EΦk,g

{

log
[

exp
(

−τkP
−1
k xαIΦk

)]

|ℓk,0 = x
}

=− τkP
−1
k xα

EΦk,g (IΦk
|ℓk,0 = x) , (15)

where in (c) we assume gk,0 ∼ exp(1) is Rayleigh distributed

with unit variance. The downlink mean interference is

EΦk,g (IΦk
|ℓk,0 = x) = PkEΦk





∑

Li∈Φk\BSk,0

ℓ−α
k,i

∣

∣

∣

∣

∣

ℓk,0 = x





(d)
= 2πλkPk

∫ ∞

x

y−αydy

=
2πλkPk

α− 2
x2−α, (16)

where (d) follows from the Campbell’s Formula [11]. The

integration is done outside the ball B(0, x) since all the

interfering BSs in the k-th tier are farther than BSk,0, i.e.,

ℓk,i > ℓk,0 = x, ∀i 6= 0.

Plugging (16) into (15) we have

EΦk,g [log (Ck) |ℓk,0 = x] =
−2πτkλk

α− 2
x2. (17)

Substituting (14) and (17) into (13) and after some manipula-

tions, we have

E [log (Ck)] =
−2τkAk

α− 2
. (18)

By combining (11) and (18) into (10), and plugging back

into (9), the average per-user utility is upper bounded by

U ({Ak, ηk}∀k) < U ({Ak, ηk}∀k)

=

K
∑

k=1

Ak

{

log

[

Wηkλkqk log (1 + τk)

Akλu

]

−
2τkAk

α− 2

}

. (19)

Based on (19), we are able to formulate a maximization of

the average user utility upper bound with respect to the user

association bias {Bk}∀k and the spectrum partition {ηk}∀k.

However, since the values of bias factors are not unique and

we know the association probability and the normalized bias

are related as in (3), we optimize {Ak}∀k instead of {Bk}∀k.

max
Ak,ηk,∀k

U ({Ak, ηk}∀k) (20a)

s.t.

K
∑

k=1

Ak = 1, (20b)

K
∑

k=1

ηk = 1, (20c)

Ak > 0, ηk > 0, ∀k. (20d)

B. Optimizing the Spectrum Partition

Instead of employing a joint optimization directly, we first

consider the optimization of spectrum partition only, given that

the user association probability {Ak}∀k is fixed.

max
ηk,∀k

U ({ηk}∀k) (21a)

s.t.

K
∑

k=1

ηk = 1, (21b)

ηk > 0, ∀k. (21c)

By introducing the dual variable µ with respect to the con-

straint, we have the Lagrangian

g (µ) = U ({ηk}∀k)− µ

(

K
∑

k=1

ηk − 1

)

. (22)

The Karush-Kuhn-Tucker (KKT) condition can be obtained

via taking the first order derivative with respect to ηk as

Ak

ηk
− µ = 0 ⇒ η∗k =

Ak

µ
. (23)



Since
∑K

k=1 η
∗
k =

∑K
k=1

Ak

µ = 1
µ = 1, we have µ = 1 and

consequently the optimal spectrum partition as follows

η∗k = Ak. (24)

The main conclusion here is that the fraction of resources

allocated to each tier should be proportional to the number of

users associated with that tier, which agrees with intuition.

C. Optimizing the User Association

Plugging η∗k = Ak into (19), the joint optimization now

turns into an optimization problem over {Ak}∀k only

max
Ak,∀k

U ({Ak}∀k) (25a)

s.t.

K
∑

k=1

Ak = 1, (25b)

Ak > 0, ∀k, (25c)

where

U ({Ak}∀k) =

K
∑

k=1

Ak

{

log

[

Wλkqk log (1 + τk)

λu

]

−
2τkAk

α− 2

}

.

(26)

Problem (25) can be numerically computed using software

packages, but it does not have closed form solution because

of the complex expression of qk in (11). In wireless systems

with a lot more users than base stations, i.e., λu

λk
≫ 1, the term

(

1 + Akλu

3.5λk

)−3.5

≈ 0 and hence qk . 1. We upper bound the

utility in (26) assuming qk = 1 to facilitate our derivation

U ({Ak}∀k) < U ({Ak}∀k)

=

K
∑

k=1

Ak

{

log

[

Wλk log (1 + τk)

λu

]

−
2τkAk

α− 2

}

. (27)

Modifying problem (25) by maximizing U ({Ak}∀k) in-

stead, and employing the dual method we have the Lagrangian

q (ν) = U ({Ak}∀k)− ν

(

K
∑

k=1

Ak − 1

)

, (28)

where ν is the corresponding dual variable. Similarly, the first

order condition with respect to Ak is

log

[

Wλk log (1 + τk)

λu

]

−
4τkAk

α− 2
− ν = 0, (29)

and the solution to the optimal association is

A∗
k = max

{

log

[

Wλk log (1 + τk)

λu

]

− ν, 0

}

α− 2

4τk
, (30)

where ν should be chosen such that
∑K

k=1 A
∗
k = 1 is satisfied.

Finally, the corresponding optimal user association bias B∗
k

can be obtained via the transformation (3) based on A∗
k, and

the optimal spectrum partition η∗k = A∗
k.
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Fig. 2. Network utility of users with non-zero rate, and portion of zero-rate
users as a function of spectrum partition between K = 2 tiers. The x-axis
is the subcarriers allocated to the first tier, out of a total of 2048 subcarriers.
Other subcarriers are allocated to the second tier. {P1, P2} = {46, 35}dBm,

{τ1, τ2} = {2, 2}, λ1 = 0.01λ(u).

IV. SIMULATION

In this section, we present some numerical results on our

joint optimization results. In all our simulation, we assume

the pathloss exponent α = 4. The typical user is added at the

origin of the 2D plane in addition to the user PPP Φu. The

system bandwidth W = 20MHz is divided into 2048 sub-

carriers. Monte Carlo method is applied to generate multiple

snapshots of different topologies and channel realizations, and

for each snapshot we repeat for 20 time slots. The intensity

of the user PPP Φu is λu = 100
πR2 . The typical user can be

scheduled on multiple subcarriers, thus in the simulation the

user coverage rate is proportional to the number of subcarriers

with SIR larger than the threshold; user get zero rate if SIRs

of all of its subcarriers are below the threshold.

First we validate our optimization in a K = 2 tier network.

The transmission powers are {P1, P2} = {46, 35}dBm. The

intensities of the BS PPPs Φk are λk = akλu, where

{a1, a2} = {0.01, 0.01 ∼ 0.04}. The SIR thresholds are set

to be τk = 2, ∀k. Since the log-utility is −∞ for users

with zero rate, we only compute the average utility of users

with non-zero rate, and compute the portion of zero-rate users

separately, both of which are plotted in Fig. 2 as a function of

the spectrum partition ratio η1 of the first tier (consequently

η2 = 1 − η1). As from (24), we set Ak = ηk, and Bk

can be computed from Ak using (3). The optimal η∗k from

analytical solution is also plotted as vertical lines. The optimal

spectrum partition should achieve the optimal aggregate utility,

thus equivalently it strikes a balance between maximizing the

utility of users with non-zero rate and minimizing the zero-

rate user percentage, as observed from the figure. With a larger

tier-2 intensity λ2, the optimal fraction of resource for tier-1

becomes smaller.

The use of log-utility in the optimization improves the cell-

edge user rate, which is reflected from the 5th-10th percentile
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Fig. 3. The cell-edge user rate as a function of spectrum partition between K = 2 tiers. The x-axis is the subcarriers allocated to the first tier, out of a total
of 2048 subcarriers. Other subcarriers are allocated to the second tier. {P1, P2} = {46, 35}dBm, {τ1, τ2} = {2, 2}, λ1 = 0.01λ(u). (a) The 5th percentile
rate of the CDF. (b) The 10th percentile rate of the CDF.
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Fig. 4. Spectrum partition ratio as a function of tier-3 BS density. K = 3,
{P1, P2, P3} = {46, 35, 24}dBm, {τ1, τ2, τ3} = {2, 2, 2}, {λ1, λ2} =

{0.01, 0.03} λ(u).

point of the user rate CDF. We plot in Fig. 3 the cell-edge

rate (5% and 10% respectively) as a function of the spectrum

partition ratio η1. Similar to Fig. 2, as the tier-2 intensity

increases, it is better to allocate less spectrum for tier 1 to

improve the cell edge rate. The analytical optimal spectrum

partition is found to approximately maximize the user rate at

the 10th percentile of the CDF.

In Figs. 4-7, we consider a heterogeneous network with

K = 3 tiers. The transmission powers are {P1, P2, P3} =
{46, 35, 24}dBm, BS intensities are λk = akλu where

{a1, a2, a3} = {0.01, 0.03, 0.01 ∼ 0.15}, and SIR thresholds

are {τ1, τ2, τ3} = {2, 2, 1 ∼ 11}. Figs. 4-5 show the optimal
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Fig. 5. User association bias as a function of tier-3 BS density. K = 3,
{P1, P2, P3} = {46, 35, 24}dBm, {τ1, τ2, τ3} = {2, 2, 2}, {λ1, λ2} =

{0.01, 0.03}λ(u).

spectrum partition and user association bias versus the intensi-

ty of the tier-3 BSs. The bias factors are expressed in dB scale.

As more tier-3 BSs are deployed, more users are offloaded to

tier-3, hence the fraction of spectrum allocated to tier-3 grows

and that of other tiers decreases accordingly. It is interesting

to notice that the corresponding bias of tier-1 decreases while

the tier-2 bias grows relative to the normalized bias of tier-3

BSs. Figs. 6-7 depict the optimal spectrum partition and user

association bias as a function of the SIR threshold. As the

minimum SIR of the 3rd tier increases, fewer users choose

to associate with tier-3 BSs because of lowered coverage

probability, which diminishes its spectrum fraction. After a
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Fig. 6. Spectrum partition ratio as a function of tier-3 BS SIR threshold. K =

3, {P1, P2, P3} = {46, 35, 24}dBm, {τ1, τ2} = {2, 2}, {λ1, λ2, λ3} =

{0.01, 0.03, 0.06}λ(u).
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Fig. 7. User association bias as a function of tier-3 BS SIR threshold. K =

3, {P1, P2, P3} = {46, 35, 24}dBm, {τ1, τ2} = {2, 2}, {λ1, λ2, λ3} =

{0.01, 0.03, 0.06}λ(u).

certain point (τ3 = 6 in this case), tier-2 BSs take over tier-3

BSs to get the highest bias factor.

V. CONCLUSION

This paper studies the optimal spectrum allocation and

user association in heterogeneous multi-tier networks. We

first model a stochastic network where all BSs and users are

randomly distributed in space, and analytically derive a closed-

form upper bound of the average proportional fair utility of a

typical user using stochastic geometry. A joint optimization

framework is then formulated based on this utility, from

which the optimal user association bias factor and the optimal

fraction of spectrum of each tier are numerically computed.

Simulation results verify the accuracy of our analytical result.
Our solution also provides useful system insight for heteroge-

neous networks with different deployment parameters.
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