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ABSTRACT

Biometric secret-key binding inherently requires signal process-
ing and error correction schemes due to noisy measurement readings.
Two previously proposed strategies, Quantization Index Modulation
(QIM) and Wyner-Ziv (WZ) coding, are studied in the context of bio-
metric key binding. We characterize the tradeoff between key rate-
leakage and key rate-reconstruction distortion, showing that while
WZ coding has a better rate-leakage tradeoff than QIM, the latter has
a better rate-reconstruction tradeoff. A new strategy is proposed to
combine the merits of these schemes. Known as distortion-enhanced
Wyner-Ziv coding (DE-WZ), this scheme is demonstrated to exhibit
improved flexibility based on numerical results for a uniform source
model and scalar quantization.

Index Terms— Biometrics, information security, secret key
binding, quantization index modulation, Wyner-Ziv coding

1. INTRODUCTION

Security and privacy issues are of paramount importance in many
engineering designs today. This paper focuses on a particularly aus-
picious approach to delivering security and privacy based on bio-
metric encryption (BE) (also known as helper data) methods [1],
which promise not only robustness but also flexibility. Essentially,
the helper data method allows secure binding of a signal (contain-
ing sensitive information to be protected, such as a cryptographic
key) with another signal derived from physiological features (i.e.,
the biometric). A significant number of security applications can be
formulated in this context [1–3].

Our objectives involve investigating the theoretical perfor-
mances of key binding strategies, for biometric enrollment and ver-
ification, based on the Wyner-Ziv (WZ) coding [4] and the quanti-
zation index modulation (QIM) method [2]. While the former WZ
approach exhibits attractive features in terms of key rate, its associ-
ated distortion performance is surpassed by the latter QIM approach.
As such, the feasibility combining the advantageous features of each
method is explored, resulting in the distortion-enhanced Wyner-Ziv
(DE-WZ) scheme, with particular characteristics described in the re-
mainder of the paper.

2. SYSTEM MODEL AND NOTATIONS

Denote the biometric signal at enrollment by X , assumed to be a
uniformly distributed random variable: X ∈ (−∆,∆). Let U be
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the output of a uniform quantization encoder through which X is
passed, then

U = X − E (1)

whereE ∈
(
− δ

2
, δ

2

)
, with δ being the distance between two consec-

utive quantizer output points. E represents the distortion between
the biometric X and its quantized output U . With a uniform quan-
tizer and uniformly distributed input X , E is also uniformly dis-
tributed.

Upon verification, the biometric signal Y is measured,

Y = X +W = U + E +W, (2)

where W is a uniformly distributed random variable, represent-
ing the physiological noise or variation (which should be suffi-
ciently small for the genuine user). Without loss of generality,
W ∈ (−0.5, 0.5), since other parameters can be scaled accordingly.
Furthermore, for practical biometric applications,W is substantially
less than X , to the extent that the distribution of Y (obtained as a
convolution of distributions) can be assumed to be approximately
uniform. Thus, this observation on the distribution of Y will be as-
sumed for brevity of analysis.

Furthermore, we also consider the case where a uniformly dis-
tributed noise, N ∈ (−NL, NL), is intentionally added to the bio-
metric X (to potentially enhance privacy, as described later). For
this construction, upon verification at the receiver,

Y = X +W +N. (3)

The various key binding schemes will be compared based on
the following criteria: key rate, mean square error (MSE) distortion,
and mutual information (between the biometric and the knowledge
of attacker) [5,6]. Note that the leakage and distortion are computed
assuming that the attacker is revealed the secret-key, in addition to
the helper data message. This corresponds to the conditional leakage
cases in [6]. Clearly, the higher the MSE distortion, the higher the
privacy, as it would be more difficult for an attacker to reconstruct
the original biometric from the shared message. Also, the higher
the key rate, the higher the security, as a longer and hence safer key
could be used. Last but not least, the lower the mutual information,
the higher is the privacy from an information-theoretic perspective.

3. WYNER-ZIV SCHEME

Previously proposed for video coding in [4], the WZ scheme by
scalar quantization can be adapted for secret key binding as fol-
lows. Consider a quantizer with the set of reconstruction points
Q = {q1, q2, . . . , qB , qB+1, qB+2, . . .}, spaced δ apart, i.e., qi+1 −
qi = δ. Then, each point qi is labeled with a bin index l(qi),



sequentially and cyclically up to B. In other words, the label-
ing pattern is: {l(q1), l(q2), . . . , l(qB), l(qB+1), l(qB+2), . . .} =
{1, 2, . . . , B, 1, 2, . . .}. For proper operations, B is chosen such
that the distance between two points bearing the same index, i.e.,
qi+B − qi = Bδ, should be minimal, but still greater than the range
of the noise W , i.e., Bδ ≥ 1.

Given a biometric signal X , with quantizer output U corre-
sponding to some point qU . Then the bin index l(qU ) is the helper
data message M that is transmitted to the receiver. With the above
operating conditions, it is easy to see that knowledge of both Y and
l(qU ) enables proper recovery of the original qU = U [4]. Since
both the transmitter and receiver of the genuine user has knowledge
of qU , the set of reconstruction pointsQ can be mapped to a set of bi-
nary messages/keys. In other words, qU can be used to securely con-
struct a binary key K for cryptographic applications. However, in
the following analysis, we will not explicitly consider such a binary
map; instead, an information-theoretic approach will be pursued.

3.1. Key Rate

From the operations of the WZ scheme, with the relative bin index
l(qU ) being the helper data message M , the achievable key rate R
is a function of the quantizer spacing δ. Specifically, R is limited by
the mutual information

R = I(U ;Y ) = h(Y )− h(Y |U) (4)

with the differential entropy

h(Y ) = −
∫
Y

pY (y) log(pY (y)) dy (5)

and conditional differential entropy,

h(Y |U) = −
∫
U

pU (u)

∫
Y

pY |U (y) log(pY |U (y)) dy du. (6)

As discussed in Sec. 2, for a uniform distribution assumption,
the probability distribution function (PDF) of Y is

pY (y) =
1

2∆
for −∆ ≤ y ≤ ∆. (7)

Also, since U is the quantized output of uniformly distributed X ,

pU (u) =

∆/δ∑
m=−∆/δ

δ

2∆
× Impulse(u−mδ). (8)

Next, let V = E+W , so that pV (v) = pE(e)⊗pW (w). Then,

pY |U (y|u = ui) =
δ

2∆
× Impulse(u−miδ)⊗ pV (v) (9)

where we have chosen the impulse corresponding to the given value
of u = ui. After substitution and simplification, we obtain

R =



log2(2∆) − δ

2 loge 2
, δ < 1

log2(2∆) − δ − 1

δ
log2(δ)+

2δ

loge(2)

(
− loge(δ)

2δ2
− 1

4δ2

)
, δ > 1.

(10)

3.2. MSE Distortion

For privacy preservation in biometric systems, it is desirable that the
original biometricX is not divulged, even with the accidental loss of
the secret key K (mapped from the reconstruction point qU ) [1, 6].
Therefore, in considering the distortion, knowledge of not only the
helper data but also the key is assumed. Then, for the WZ scheme,
the distortion is: E = U −X , resulting in the MSE distortion,

D = Power ofE =

∫ δ
2

− δ
2

e2

δ
de =

δ2

12
. (11)

3.3. Mutual Information

The privacy leakage can also be quantified by the mutual informa-
tion, I(X;M,K), between the biometricX and the attacker knowl-
edge of helper data M and the key K. In the WZ case, the attacker
can recover qU = U , given M and K. Thus, the conditional prob-
ability distribution pX|M,K reduces to a window of size δ around a
known quantization point, viz., it reduces to E, so that

I(X;M,K) = h(X)− h(X|M,K) = h(X)− h(E)

= log2(2∆)− log2(δ).
(12)

4. QIM SCHEME

In the QIM key binding scheme, an ensemble of shifted quantizers
is utilized. The complete encoder/decoder operations of the QIM
system are described in [2, 3]. For the purpose of this paper, the
following salient points are recapitulated. In QIM, the identity or
label m of each quantizer corresponds to a secret key K. Then, for
a given key K to be bound, the corresponding quantizer Qm is used
to quantize the biometric signal X , producing the output Qm(X).
The helper data message M is the difference between the quantized
version and the original biometric. With the appropriate parameters,
the genuine user can successfully recover the original label m upon
verification, given knowledge of M and Y [2].

4.1. Key Rate

As mentioned in Sec. 2, the possibility of intentional noise addition
for enhanced privacy is of interest. Thus, consider the general form
of the helper data M = Qm(X + N) − (X + N), so that the
case without noise added corresponds to N = 0. Upon verification,
decoding is performed by first adding the helper data to the measured
biometric: M + Y = Qm(X + N) − (X + N) + Y = Qm +
W − N [2]. Furthermore, the same decoding behavior is achieved
with the quantity Qm + W + N , i.e., due to the symmetry of the
random variable N . Therefore, the preceding quantity is henceforth
considered as the information available at the decoder.

For the QIM ensemble, the set of reconstruction points from
all quantizers creates an equivalent fine quantizer. It is easy to see
that successful operations require the fine quantizer spacing δ to be
greater than NL + 1. From an information-theoretic perspective, the
key rate is the difference between the rate where the inter quantizer
spacing is minimum and the rate for a single quantizer,

R = I(Qm +W +N ;Qm)− I(U ;X)

= h(Qm +W +N)− h(Qm +W +N |Qm)

− (h(X)− h(X|Qm)).

(13)



Each term in the preceding expression can be evaluated for the QIM
scheme as follows. First, we have

h(X) = log2(2∆) (14)

and

h(X|Qm) = h(E +N) =
δ −NL

δ
log2(δ)

− 2δ ×NL
loge(2)

(
1

2δ2
× loge(

1

δ
)− 1

4δ2

)
.

(15)

The remaining quantities have different expressions depending on
the two conditions, NL ≤ 1 and NL > 1, arising because of the
different forms of the PDFs for W +N as the range of N is greater
than, or less than, that of W respectively.

Specifically, for NL ≤ 1,

h(Qm +W +N) = 2× log2

(
2∆

NL + 1

)
× 1−NL

2

− 2× NL
loge(2)

×
(

2∆

NL + 1

)2

×

[
(NL+1

2∆
)2 × loge(

NL+1
2∆

)

2
−

(NL+1
2∆

)2

4

] (16)

and,

h(Qm +W +N |Qm) =
NL

2 loge(2)
. (17)

Similarly, for NL > 1,

h(Qm +W +N) =
2

NL
× log2

(
2∆×NL
NL + 1

)
× NL − 1

2

− 2× NL
loge(2)

×
(

2∆

NL + 1

)2

×

[
( NL+1

2∆×NL
)2 × loge(

NL+1
2∆×NL

)

2
−

( NL+1
2∆×NL

)2

4

] (18)

and,

h(Qm +W +N |Qm) =
NL − 1

NL
log2(NL)

− 2NL
loge(2)

(
− loge(NL)

2N2
L

− 1

4N2
L

)
.

(19)

Then, it is straightforward to substitute (14)-(19) into (13) to obtain
an explicit expression for the key rate. It should be noted, for these
computations, that δ < ∆, and that it must be ensured the error
distribution E remains uniform, possibly by wraparound.

4.2. MSE Distortion

As in the WZ case, the distortion is evaluated assuming knowledge
of both M and K. Given K, the n = 2∆

δ
possible reconstruction

points in the corresponding quantizer Qm are also known. Then, an
attacker can narrow down the original biometric to be one of the n
equally likely points, spaced δ apart. The minimum distortion occurs
when the original biometric is in the center of the range. This lower

bound in distortion can be computed as follows. First, for N = 0

D =

{∑n
2
i=1

2×(iδ)2

n
− 1

n
× (nδ

2
)2, n even∑n−1

2
i=1

2×(iδ)2

n
, n odd

=


2 ∆2 + δ2

6
, n even

4 ∆2 − δ2

12
, n odd.

(20)

Next, since the intentional noise is independently added, its noise

power
N2
L

12
can be simply added to (20) to obtain the distortion for

the general case.

4.3. Mutual Information

In this case, the conditional PDF pX|M,K reduces to a series of 2∆
δ

windows of width NL (because of the error due to noise), value
δ

NL×2∆
, centered on points spaced δ apart (because these are possi-

ble values of X given the quantization error and set of quantization
points). Then,

I(X;M,K) = h(X)− h(X|M,K)

= log2(2∆) +
2∆

δ

∫ NL/2

NL/2

δ

2∆×NL
× log2

(
δ

2∆×NL

)
= log2

(
δ

NL

)
.

(21)

The above analysis shows the necessity, in controlling leakage, of
the intentional noise addition, without which the mutual information
is infinite. However, this is at the expense of a reduced key rate.

5. DISTORTION-ENHANCED WYNER-ZIV SCHEME

As will be seen in Sec. 6, the WZ approach suffers from low distor-
tion, but delivers high key rate. By contrast the QIM method exhibits
superior distortion performance. This desirable characteristic is em-
ulated in DE-WZ. Here, the WZ approach is modified so that the
keys are assigned with a multiple mapping scheme, with β bins as-
signed to the same key. Hence, even if K is known, there will be β
bins that might have produced the key. For maximum privacy, the
bins that map to the same key are spaced ∆

β−1
apart.

5.1. Key Rate

Let OR be the key rate from (10) of the original WZ scheme, so
that there are n = 2OR possible keys. Then for a multiple mapping
scheme with duplication factor β, there are effectively n

β
keys for

coding. Thus, for DE-WZ, the rate R = log2

(
n
β

)
.

5.2. MSE Distortion

In this scheme, the distortion is due to the uncertainty regarding
which of the β points actually produced the key. The lower bound
of the distortion occurs for a point located in the center of the range.
If d is the distance between adjacent bins mapping to the same key,



then d = ∆
β−1

, so that the lower bound distortion can be found as

D =


∑ β

2
i=1

2×(id)2

β
− 1

β
× (βd

2
)2 + δ2

12
, β even∑ β−1

2
i=1

2×(id)2

β
+ δ2

12
, β odd

=


(

∆2

12 (β − 1)2 ×
(
β2 + 2

))
+ δ2

12
, β even(

∆2

12 (β − 1)2 ×
(
β2 − 1

))
+ δ2

12
, β odd.

(22)

5.3. Mutual Information

Here, the conditional PDF pX|M,K reduces to a series of β windows
(because there are β duplicates) of width δ (because of the error due
to quantization), value 1

βδ
(corresponding to the multiple mapped

keys), centered on points spaced ∆
β−1

apart. Then,

I(X;M,K) = h(X)− h(X|M,K)

= log2(2∆) + β

∫ δ/2

−δ/2

1

δ × β × log2(
1

δ × β )

= log2(2∆)− log2(δ × β).

(23)

6. RESULTS AND DISCUSSIONS

Fig. 1 and Fig. 2 show the achievable key rate performances as a
function of the distortion and the mutual information, respectively,
for the three key binding cases considered. It can be observed that
the WZ scheme has a high key rate, but low distortion. Furthermore,
any attempt to increase the distortion, or lower the mutual informa-
tion, leads to a loss in the key rate, presenting an inherent tradeoff
between rate and distortion, mutual information.
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Fig. 1. Trade-off between Key Rate and MSE Distortion

For the QIM scheme, we can observe a high square error distor-
tion, a lesser key rate than Wyner Ziv, but high mutual information,
especially for low noise levels. Increasing the key rate can simulta-
neously increase the distortion, provided one remains within system
limits, but leads to a rise in mutual information. Lowering mutual
information by increasing noise also increases the distortion (though
not significantly), but leads to a loss in the rate.

For the DE-WZ scheme, the key rate is sacrificed for an increase
in distortion and loss in mutual information. Increasing the MSE
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Fig. 2. Trade-off between Key Rate and Mutual Information

distortion and lowering the mutual information by assigning more
keys to the multiple mapping scheme, or by increasing the number
of duplicates for each key, both lead to a loss in key rate. There-
fore, the performance tradeoffs in this case can be controlled via the
parameter β.

7. CONCLUSION

In this paper, a theoretical analysis of various key binding schemes
is presented. The performance limits are evaluated with respect to
the key rate, as a function of distortion and mutual information.
These quantities establish the upper bounds, and operating points,
that could be achieved by a practical system. The obtained results
demonstrate the utility of combining desirable characteristics from
the WZ and QIM approaches, in order to enhance flexibility in con-
trolling the tradeoffs in privacy and security.
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