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Phase-Only Zero Forcing for Secure
Communication with Multiple Antennas

Wanyao Zhao, Si-Hyeon Lee, and Ashish Khisti

Abstract—Artificial noise (AN) transmission can enhance the
secrecy in multi-antenna wireless channels by superimposing
judiciously constructed synthetic noise signals over information
signals during transmission. Motivated by large-scale MIMO
systems, we study AN transmission under a constraint that all
elements (weights) in each beamforming vector must have a
constant magnitude, but can have arbitrary phases.

For the special case of one AN beamforming vector and
one legitimate receiver, we derive a necessary and sufficient
condition for finding a beamforming vector in the null space
of the legitimate receiver’s channel and provide a geometric
interpretation. For the i.i.d. Rayleigh fading channel, we derive an
approximate expression for the probability of failing to find such
a beamforming vector, and show that it decreases exponentially
in the square of the number of transmit antennas.

For the general case, we propose a numerical algorithm
for obtaining a set of mutually orthogonal AN beamforming
vectors in the null space of all the receivers. Our approach
involves reducing the problem to an unconstrained non-linear
programming problem, which is then solved using the Gauss-
Newton method. We show numerically that our proposed algo-
rithm performs significantly better than a heuristic relaxation
approach. Finally, for a multi-antenna system with multiple RF
chains, we show numerically that the secrecy rate achieved by our
proposed approach is close to that achieved by AN transmission
with unconstrained beamforming, when the number of transmit
antennas is sufficiently large.

I. INTRODUCTION

Artificial noise (AN) transmission [1] is a natural mecha-
nism for enhancing the secrecy in multi-antenna transmission
systems. In this approach, a transmitter transmits synthetic
noise symbols in the null-space of the legitimate user’s chan-
nel. These signals are super-imposed with information symbols
from either the same transmitter or a separate transmitter.
Through such a mechanism, the legitimate user’s signal is not
interfered by the artificial noise, whereas an eavesdropping
receiver observes some additional interference.

In recent years, there has been a growing interest in deploy-
ing large scale antenna systems, often referred to as massive
MIMO [2]. Massive MIMO can be built with inexpensive, low-
power antenna elements with a limited number of RF chains.
Each RF chain is associated with an analog beamforming
vector – all elements (weights) must have constant magnitudes,
but can have arbitrary phases – see, e.g., [3], [4]. This is
unlike the classical MIMO systems, where each element of the
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the beamforming vectors can have an arbitrary amplitude and
phase value. In the context of AN transmission, two interesting
questions arise: (1) with such a constraint, is it still possible
to find beamforming vectors that lie in the null space of the
legitimate user’s channel? and (2) given that the constraint is
non-convex, can we devise an effective algorithm for finding
the beamforming vectors? In this work we will address these
questions.

We first consider the case of a single RF chain and a single
receiver to examine how the constant-magnitude constraint
affects the success of finding a beamforming vector in the
null-space of the legitimate receiver’s channel. We will refer
to such a vector as a phase-only zero forcing (PZF) vector.
We provide a geometric interpretation for PZF and establish a
necessary and sufficient condition for its existence. We show
that the probability of failing to find such a vector decreases
exponentially in the square of the number of transmitting
antennas for the case of i.i.d. Rayleigh-fading channels. For
some other channel models we present simulation results
that demonstrate that these channels also exhibit a similar
performance.

For the general case, we develop algorithms to construct
PZF vectors. We first consider the case of single RF chain and
multiple receivers and propose an algorithm to construct a PZF
vector that lies in the common null-space of all the legitimate
users. Our approach involves reformulating the problem as an
unconstrained non-linear programming (NLP) problem, where
the objective function can be expressed as a sum-of-squares.
We numerically compare our approach with a heuristic relax-
ation approach based on semi-definite programming (SDP) and
show that it performs significantly better. We further extend
the NLP algorithm for the general case of multiple RF chains
and multiple receivers.

The remainder of this paper is organized as follows. The
system model is given is Section II. In Section III, we present
analytical results for the special case of single RF chain and
single receiver. In Section IV, we develop algorithms for
finding PZF vectors for the general case. In Section V, we
provide simulation results. To illustrate the performance of
our algorithm, the secrecy rate achieved by our algorithm
is derived and compared with other schemes in Section VI.
Section VII concludes the paper.

A. Related Work

AN transmission was originally proposed in [1] under the
assumption of perfect channel state information. It has since
been studied in a number of works [5]–[21], which we briefly
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survey. Reference [5] showed that the AN transmission is
near-optimal at high SNR for the multi-input, single-output,
multi-eavesdropper (MISOME) wiretap channel. In [6], an
optimal power allocation between the message and the AN
transmissions was studied for fading MIMO channels. AN
transmission in cellular networks such as the single-cell and
multi-cell MIMO downlink systems is treated in [7]–[9]. In
[11]–[14], the effect of channel estimation on AN transmission
was studied. In particular, [11], [12] considered the imperfect
legitimate receiver’s CSI at the transmitter and [13], [14]
considered adversarial jamming during training. For practical
implementations of AN transmission, readers are referred
to [17], [18]. Other approaches involving AN transmission
are studied in [19]–[21]. We note that our approach of AN
transmission with PZF beamforming has not been studied
previously.

With the advent of massive MIMO, there is a growing
body of literature on the design of beamforming matrix under
the constraint on the number of RF chains. The work [22]
designed an optimal analog preprocessing network (APN)
beamforming matrix that has the phase-only constraint. The
aim of this work is to minimize the interference at the input
of the analog to digital converter (ADC) at the receiver. The
works [3], [4], [23] studied a combination of digital and analog
beamforming techniques for systems with a limited number
of RF chains. The design criteria of these works is however
different from ours because they do not consider a secrecy
constraint.

We next discuss two lines of research that incorporate the
constraint on the number of RF chains for secure communica-
tion with multiple antennas. Villiapan, Lozano and Heath [24]
proposed a technique known as antenna subset modulation
(ASM), which generates message symbols using different
subset of antenna for each symbol transmission. By providing
a simple inter-antenna phase shift and driving a different subset
of antennas at each symbol interval, the authors show that it is
possible to create a direction-dependent modulated signal. This
allows the transmitter to introduce additional randomness in
the constellations viewed at angles other than the target direc-
tion. The subset of antennas is chosen randomly at each time
to confuse the eavesdropper. Another line of research is on
directional modulation (DM) [25]–[29], where the transmitter
sends intentionally distorted signals along all spatial directions
other than a pre-selected secure communication direction.
In [27], it was shown that using only four antennas the bit
error rate at the eavesdropper is considerably higher than the
legitimate receiver. There are two main drawbacks of these
approaches. First, they require switching/antenna-modulation
techniques at the symbol rate. In contrast, the proposed PZF
scheme uses a constant beamforming direction. Second these
schemes do not appear to easily generalize when there are
multiple legitimate users. The PZF scheme naturally extends
by transmitting noise symbols in the common null-space of
all the legitimate users.

II. SYSTEM MODEL

We consider a network that consists of one transmitter
equipped with N antennas, K legitimate receivers each with

a single antenna, and one eavesdropper with Ne antennas.
The transmitter generates an input vector x ∈ CN under the
average power constraint of P , i.e., E[‖x‖2] ≤ P . The channel
outputs at the k-th legitimate receiver and the eavesdropper are
given as1

yk = hTk x + nk, (1)
z = Gx + ne, (2)

respectively, where nk ∼ CN (0, 1), ne ∼ CN (0, I), I is the
identity matrix of size Ne, and hk ∈ CN×1 and G ∈ CNe×N
denote the associated channel transfer matrices. For notational
convenience, let us define H ,

[
h1 h2 . . . hK

]T ∈
CK×N . We mainly consider the following two models for H
and G.

1) i.i.d. Rayleigh fading model: hi,j ∼ CN (0, σ2) for i ∈
[1 : K] and j ∈ [1 : N ],2 and gi,j ∼ CN (0, σ2) for
i ∈ [1 : Ne] and j ∈ [1 : N ] for some σ2 > 0.

2) Geometric model with L paths:

hk =

√
N

L

L∑
l=1

αla
k
l (φ

k
l ) (3)

for k = [1 : K], where αl ∼ CN (0, 1) denotes the
channel gain for the l-th path and akl (φ

k
l ) denotes the

antenna array response vector given as follows assuming
that the transmitter’s antennas form a uniform linear
array (ULA):

1√
N

[1, ej
2π
λ d sinφ

k
l , · · · , ej 2π

λ (N−1)d sinφkl ]T . (4)

In the above, φkl denotes the random azimuth angle of
departure for the l-th path to the k-th receiver, which
is drawn independently and uniformly over [0, 2π]; d
denotes the antenna spacing; and λ denotes the wave-
length. Each row in G is assumed to follow the same
model (3).

Remark 1. We note in advance that our proposed techniques
for finding PZF vectors will apply to arbitrary channel ma-
trices. The statistical models discussed above are used to
evaluate the performance of our schemes. Also note that
the i.i.d. Rayleigh fading model is commonly used in rich
scattering environments, while the L-path geometric model is
used when the number of scatterers is relatively small [3].

The transmitter uses M RF chains for AN transmission.
Throughout this paper unless otherwise stated, we restrict the
input x to take the following form:

x =

√
P

MN

M∑
i=1

si · bi (5)

where si ∼ CN (0, 1) is the i-th noise symbol and bi is the
beamforming vector for si and is associated with the i-th RF
chain. We note that bi for i ∈ [1 : M ] is implemented by
using analog phase shifters [3], [4] and must be of the form:

bi = [ejφi,1 , · · · , ejφi,N ]T , (6)
i.e., all the entries have unit amplitudes but arbitrary phases.
See Figure 1 for an illustration of the system model.

1Throughout this paper we use the symbol T for ordinary transpose and
the symbol † for the hermitian/conjugate transpose. We also use ∗ to denote
conjugate.

2For two integers i and j, [i : j] denotes the set {i, i+ 1, · · · , j}.
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Figure 1. System model for the AN transmission with M RF chains

For AN transmission, we seek to find the beamforming vec-
tors b1, · · · ,bM belonging to the null-space of the legitimate
receivers’ channel i.e.,

Hbi = 0, i = 1, . . . ,M. (7)
Furthermore we will design the beamforming vectors bi to
be mutually orthogonal. This choice follows naturally when
the eavesdropper’s channel is not known, since it ensures that
the noise signal is distributed as uniformly as possible in the
subspace of the eavesdropper. Furthermore from a practical
point of view, our algorithm for constructing a single PZF
vector can be naturally extended to generate multiple, mutually
orthogonal PZF vectors using successive projections. It is
interesting to note that orthogonal linear beamforming has
been widely studied in downlink-MIMO when there is limited
CSI available involving the receiver’s channel, see e.g., [30],
[31]. We refer to each bi satisfying (6) and (7) as a phase-only
zero forcing (PZF) vector.

Remark 2. The motivation for transmitting M > 1 noise
symbols is that it guarantees secrecy from an eavesdropper
with Ne ≤M antennas, see e.g., [5].

Remark 3. In our proposed model, the transmission of mes-
sage symbols to the legitimate receivers is not discussed. The
information symbols could be transmitted using additional RF
chains by the same transmitter or by a separate transmitter.
While we briefly discuss this in Section VI, the primary focus
of this paper is on constructing the PZF vectors.

III. PHASE-ONLY ZERO FORCING FOR THE SPECIAL CASE
OF M = 1 AND K = 1

In this section, we give analytical results for the special
case of M = 1 and K = 1, i.e., one RF chain and one
legitimate receiver. For brevity, we denote h1 and b1 by h =
[h1, · · · , hN ]T and b = [ejφ1 , · · · , ejφN ]T , respectively, in
this section. Note that b must satisfy the following:

hTb =

N∑
i=1

hie
jφi = 0. (8)

The following proposition gives a necessary and sufficient
condition for such a beamforming vector b to exist. The proof
is provided in Appendix A.

Proposition 1. Given any h ∈ CN with N ≥ 3, there exists
a PZF vector b satisfying (8) if and only if the following

Rotate each  hi 1
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3
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Figure 2. Geometric interpretation of equation (8) when N = 3: rotating each
hi such that a triangle can completed.

condition holds:

amax , max (|h1|, . . . , |hN |) ≤
1

2

N∑
j=1

|hj |, (9)

where |hj | denotes the magnitude of the complex number hj .

Proof: See Appendix A.
We make a few remarks regarding Proposition 1. Note that

if b does not have the unit magnitude constraint, the solution
to hTb = 0 is obtained by selecting any vector in the null-
space of h. In this case, a non-trivial zero-forcing vector exists
for N ≥ 2.

Under the unit magnitude constraint, we must have N ≥ 3.
If N = 2, it is easy to verify that the equation h1e

jφ1 +
h2e

jφ2 = 0 does not have a solution unless |h1| = |h2| holds.
For N = 3, the condition in (9) reduces to the following
condition (assuming without loss of generality |h1| ≥ |h2| ≥
|h3|):

|h1| ≤ |h2|+ |h3|. (10)
This condition has a natural geometric interpretation. We can
view each complex number hi as a 2-dimensional vector
in the real-imaginary plane. Then, hiejφi is geometrically a
rotated version of this vector. The condition h1ejφ1+h2e

jφ2+
h3e

jφ3 = 0 is equivalent to “completing a triangle” whose
sides are of lengths |hi|, as illustrated in Figure 2. Then the
well-known law of cosines guarantees that condition (10) is a
necessary and sufficient condition. Eq. (9) is a generalization
of this condition where N sides of lengths |hi| must complete
a polygon.

The following proposition shows that the probability of
failing to meet the condition in Proposition 1 decreases ex-
ponentially in the square of the number of transmit antennas
for the i.i.d. Rayleigh fading channel.

Proposition 2. Let E denote the set of channel vectors for
which a PZF vector does not exist i.e.,

E ,

h ∈ CN : max (|h1|, . . . , |hN |) >
1

2

N∑
j=1

|hj |

 . (11)

If the entries of h are i.i.d. CN (0, σ2), it follows that

Pr(E) ≈ Ne−N
2π
16 , N � 1. (12)

Proof: When hi ∼ CN (0, σ2), its magnitude |hi| follows
the Rayleigh distribution (i.e., f(x) = x

σ2 e
− x2

2σ2 ). Let us define
amax , max{|h1|, · · · , |hN |} and recall that its cumulative
distribution function (cdf) is given by:

Famax(x) = (1− e− x2

2σ2 )N . (13)
Furthermore the cdf of its scaled version a′ = 2

N amax is given
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by Fa′(x) = (1− e−N
2x2

8σ2 )N .
By the weak law of large numbers, 1

N

∑N
i=1 |hi| converges

to the expectation of |h1|, i.e. σ
√

π
2 , as N becomes large.

Thus we have that:

Pr

{
amax ≤

1

2

N∑
i=1

|hi|
}

= Pr

{
2

N
amax ≤

1

N

N∑
i=1

|hi|
}

(14)

≈ Pr

{
2

N
amax ≤ σ

√
π

2

}
= Fa′

(
σ

√
π

2

)
(15)

= (1− e−N
2π
16 )N . (16)

Thus it follows that:

Pr(E) = 1− Pr

(
amax ≤

1

2

N∑
i=1

ai

)
(17)

≈ 1−
(
1− e−N

2π
16

)N
(18)

≈ N · e−N
2π
16 . (19)

In Section V-A, we provide a plot that compares the
analytical result in Proposition 2 with a simulation result for
the i.i.d. Rayleigh fading channel. Furthermore, in the same
section, we also plot simulation results for the Kronecker
model (see e.g., [32, eq. (3)]) as well as the geometric model
with L paths. For these two models, it seems difficult to obtain
analytical results like Proposition 2, but the simulation results
indicate that the outage probabilities are even smaller for such
channel models. In the case when K > 1, we present some
simulations in Section V-B, where correlation between channel
gains also seems to be advantageous.

IV. PHASE-ONLY ZERO FORCING: GENERAL CASE

For the special case of M = 1 and K = 1 in Section III, the
condition for phase-only zero forcing is interpreted as forming
a N -sided polygon in a 2-dimensional space. For the general
case, we require each PZF vector to simultaneously form K
polygons, each with N sides. In this case, there does not seem
to be a simple way to generalize the analysis.

In this section, we provide algorithms to construct PZF
vectors for the general case. We first consider the case of
M = 1 and K ≥ 1. For this case, we discuss two approaches:
the SDP relaxation and the NLP approach (see e.g., [33], [34]).
The former approach is based on a heuristic relaxation, while
the latter involves transforming the original problem into an
objective function involving sum of squares, which can be then
evaluated using the iterative Gauss-Newton method. It turns
out that the latter approach not only outperforms the SDP
relaxation approach but also seems to suggest that a solution
exists with high probability when N ≥ 2K + 3. Thus, for
the case when M ≥ 1, we focus on the second approach and
generalize it.

A. Case of M = 1 and K ≥ 1

In this subsecion, we consider the case of M = 1 and K ≥
1 and provide two algorithms for finding the PZF vector b.

1) SDP Relaxation Approach: The problem can be written
as

min b†H†Hb (20)
s.t. bib∗i = 1, i = 1, · · · , N. (21)

By introducing U = bb† and C = H†H, the aforementioned
problem can be rewritten as follows:

min trace(CU) (22)

s.t. Ui,i = 1, i = 1, · · · , N, (23a)
rank(U) = 1, (23b)
U � 0, (23c)

where trace(·) and rank(·) denote the trace and the rank of a
matrix, respectively.

By getting rid of the rank constraint, we have a relaxed SDP
problem. The solution U? in general does not have unit rank.
A heuristic approach is to consider only the eigenvector of U?

corresponding to the largest eigenvalue, and then normalize
each element of this eigenvector to have unit-amplitude.

2) NLP Approach: We first denote the null space of the
channel matrix H as

H⊥ =
[
h

′

1 h
′

2 · · · h
′

N−K
]
, (24)

where h
′

i ∈ CN are column vectors satisfying hTj h′i = 0.
Solving equation Hb = 0 is equivalent to finding a complex
vector m = [m1,m2, · · · ,mN−K ]T such that

H⊥


m1

m2

...
mN−K

 =


ejφ1

ejφ2

...
ejφN

 . (25)

With the i-th row of H⊥ denoted as rTi ∈ C1×(N−K), it is
required that ri satisfies rTi m = ejφi or |rTi m| = 1.

To simplify further, we represent ri and m as
ri = ci + jdi, m = p + jq

where ci (or p) and di (or q) denote the real and imaginary
part of ri (or m) respectively. Then, the condition |rTi m| = 1
simplifies to:

[pT ,qT ]

[
ci
−di

]
[cTi ,−dTi ]

[
p
q

]
+

[pT ,qT ]

[
di
ci

]
[dTi , c

T
i ]

[
p
q

]
= 1 (26)

for i = 1, · · · , N . Eq. (26) can be further simplified to

[pT ,qT ]

[
cic

T
i + did

T
i dic

T
i − cid

T
i

cid
T
i − dic

T
i cic

T
i + did

T
i

] [
p
q

]
= 1 (27)

for i = 1, · · · , N . Now, define

w ,

[
p
q

]
, Qi ,

[
cic

T
i + did

T
i dic

T
i − cid

T
i

cid
T
i − dic

T
i cic

T
i + did

T
i

]
,

(28)
then we need to solve the system of quadratic equations

wTQiw = 1, i = 1, · · · , N. (29)
To be more compact, let F (w) = [f1(w), · · · , fN (w)]T

where

fi(w) , wTQiw − 1.

To solve the system of equations F (w) = 0, we transform
it into the following sum-of-squares optimization problem
without constraints:

min g(w), (30)



5

where g(w) ,
∑N
i=1 fi(w)2. This can be solved using Gauss-

Newton method to find a locally optimal solution wopti. If the
value of objective function in (30) can be minimized to zero,
wopti satisfies (29) obviously. In this case the solution to the
PZF vector is given by:

bopti = H⊥(wopti,[1:N−K] + jwopti,[N−K+1:2(N−K)]).
(31)

Also note that when there is no solution to the original
problem Hb = 0, bopti returned by the algorithm will not
satisfy the unit-amplitude constraint. To find a nearest valid
beamforming vector, we normalize each of bopti’s component
to have unit-amplitude.

We conclude by summarizing the main steps of the Gauss-
Newton algorithm [34]:

Algorithm 1.

1) Initialization: Choose w0 as the initial starting point.
Select ε to be a small positive number and let k = 0.

2) Update: Update the solution as follows:
wk+1 = wk − (JTF (wk)JF (wk))

−1JTF (wk)F (wk).

3) Termination: When |g(wk+1) − g(wk)| < ε, stop and
return wk+1 as the optimal solution. Otherwise, go to
Step 2 with k = k + 1.

In Algorithm 1, JF (w) ∈ RN×2(N−K) denotes the Jacobian
matrix of the mapping F (w). For the case 2K < N when
JTF (wk)JF (wk) is non-invertible, a pseudo-inverse can be
adopted [34, p. 270, eq. (13)].3 The computational complexity
of the Gauss-Newton algorithm is determined by the number
of iterations and the complexity in each iteration which is of
the order of O(N4). The latter is dominated by the complexity
of computing the Jacobian and the inverse of the matrix. The
number of iterations of the algorithm is influenced by the
selection of the initial point and the tolerable error ε. The
initial point w0 we choose for the algorithm is the all-zero
vector. With ε chosen to be 10−6, the algorithm converges
mostly within 10 to 20 iterations. The SDP approach, which
works faster than the NLP approach, uses interior point method
to find the optimal solution, and its computation complexity
analysis can be found in standard references [33], [37]. We
omit the details as the SDP relaxation approach does not
generally lead to a satisfactory solution.

B. General case of M ≥ 1 and K ≥ 1

In this subsection, we extend the NLP approach for the
general case of M ≥ 1 and K ≥ 1. We are required
to compute M beamforming vectors b1, · · · ,bM , each of
which satisfies (6) and (7). Our algorithm uses Gram-Schmidt
procedure to find a subspace that is orthogonal to all the
previous beamforming vectors. In the following, the inner
product is denoted as 〈·, ·〉 and the l2 norm is denoted as || · ||.
Algorithm 2.

3An alternative approach is the Levenberg-Marquardt algorithm, in which
(JT J)−1 is replaced by (JT J+λI)−1 where λ is a non-negative damping
factor and I is the identity matrix [35], [36].

1) Initialization: Start at i = 1 and let H⊥1 contain the
columns in the null-space of H, defined as in (24).

2) Compute bi: Given H⊥i apply Algorithm 1 in
Section IV-A2 and (31) to find mi and bi =
[ejφi,1 , · · · , ejφi,N ]T such that H⊥i mi = bi as in (25).

3) Projection: If i > M , stop. Otherwise, let
h

′

i+1,j = h
′

i,j − c∗i,jbi
where ci,j = 〈h′i,j ,bi〉/||bi||2. Let

H⊥i+1 = [h
′

i+1,1,h
′

i+1,2, · · · ,h
′

i+1,N−K ].

4) Let i = i+ 1, go to 2).

We note that since bi is in the subspace spanned by the
columns of H⊥i , the dimension of H⊥i+1 is reduced by one in
step 3), and still in the null space of the channel matrix H. The
Gram-Schmidt procedure also guarantees that the PZF vectors
satisfy the orthogonality constraint.

V. SIMULATION RESULTS

In this section we complement the results in the previous
sections by presenting simulation results for statistical chan-
nel models. In Section V-A we consider the case of single
RF chain and single receiver and compute the probability
of not finding a PZF vector as a function of the number
of transmit antennas for various statistical models. We find
that the outage probability is largest for the Rayleigh fading
channel and is in close agreement with the analytical bound
in Proposition 2. In Section V-B we consider the case of
single RF chain and multiple receivers and compare the
performance of the NLP approach and the SDP relaxation,
which were discussed in Section IV-A. We find that the NLP
approach not only outperforms SDP relaxation, but also that
it exhibits an interesting threshold phenomenon. In particular
it appears that the algorithm succeeds with high probability
whenever N ≥ 2K + 3 i.e., the number of transmit antennas
is approximately twice the number of users. This is in contrast
to the case without amplitude constraint, where it suffices that
N > K. Finally we treat the fully general case of multiple
RF chains and multiple receivers in Section V-C and report a
similar threshold effect in Fig. 8.

A. Case of M = 1 and K = 1

Figure 3 illustrates the analytical approximation in Propo-
sition 2 and the simulation result for the i.i.d. Rayleigh
fading channel. We also plot the simulation results for the
geometric channel model with L paths when L = 5, 10 and
the Kronecker channel model. The Kronecker model is given
as H = Θ

1/2
R Hw(Θ

1/2
T )† (similar for G), where we set Hw to

be i.i.d Rayleigh-faded with unit variance for each entry, ΘR

to be the identity matrix, and (ΘT )i,j = e−0.05d
2(i−j)2 , in

which d is the antenna spacing normalized by the wavelength.
We pick d = 1/2 for these two classes of channel models
as suggested in [38]. The simulation results are obtained
by examining whether each channel realization satisfies the
condition in Proposition 1. For each point we run the simu-
lation until approximately 50 failures are recorded. We can
see that the probability of outage decreases rapidly as N



6

3 4 5 6 7 8 9 10
10

−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

Number of Antennas N

O
ut

ag
e 

pr
ob

ab
ili

ty

 

 
Analytical for Large N(i.i.d Rayleigh)
Simulation Results(i.i.d Rayleigh)
Simulation Results(L−path Model with L = 10)
Simulation Results(L−path Model with L = 5)
Simulation Results(Kronecker Model)

Figure 3. Simulation results and the analytic approximation using Proposi-
tion 2 for the probability of failing to find a PZF vector for the i.i.d Rayleigh
fading channel, as well as the simulation results for the geometric channel
model with L paths when L = 5, 10 and the Kronecker channel model.

increases. In fact for the i.i.d Rayleigh fading channel, we have
Pr(E) ≈ 0.02 for N = 5 and Pr(E) ≈ 0.002 for N = 6. For
the other channel models, the outage probabilities are even
smaller, possibly due to the correlation among the channel
gains from different transmit antennas to one receiver.

B. Case of M = 1 and K ≥ 1

We numerically compare the performance of the SDP relax-
ation approach and the NLP approach studied in Section IV-A.
We sample the matrix H ∈ CK×N from the i.i.d Rayleigh
fading channel and the geometric channel and use these two
algorithms to find the beamforming vector bopti. To compare,
we use the average noise variance at the receivers and the
eavesdropper. The average noise leakage at the intended re-
ceivers is given by:

1

NK
EH[||Hbopti||2]P. (32)

The average noise variance observed by the eavesdropper
whose channel vector g is independent of H is

1

N
EH,g[|gTbopti|2]P. (33)

We show in Figures 4 and 5 the SDP/NLP noise variances
at the receivers/eavesdropper when N = 2K + 3 for the i.i.d
Rayleigh fading and geometric model with L = 10 paths,
respectively. This scaling of N is numerically found to yield
a feasible PZF vector with high probability. Each point is
simulated for 1000 times approximately. The blue line marked
with triangles, which is very close to zero, is the noise power
at the legitimate receiver when using the NLP approach. This
shows that the algorithm succeeds in finding a PZF vector for
most channel realizations. The blue line marked with circles is
the noise power at the legitimate receiver from the SDP solver.
We note that it increases with K, which indicates that this
heuristic relaxation scheme is not effective as we increase the
number of receivers. The red lines are the noise variance at the
eavesdroppers. For both the schemes, the noise remains almost
the constant on average at the eavesdropper as the number of
antennas increases.

The probabilities of failing to find a PZF vector using these
two approaches for the i.i.d Rayleigh fading channel are shown
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Figure 4. The average noise variance observed at the receiver and the
eavesdropper for N = 2K+3 when P = 1 for i.i.d Rayleigh fading channel.

0 5 10 15 20 25 30
0

0.2

0.4

0.6

0.8

1

1.2

1.4

Number of Users K

A
ve

ra
ge

 N
oi

se
 V

ar
ia

nc
e

 

 
Receiver, SDP solver, L−path Model
Eavesdropper, SDP solver, L−path Model
Receiver, NLP solver, L−path Model
Eavesdropper, NLP solver, L−path Model

Figure 5. The average noise variance observed at the receiver and the
eavesdropper for N = 2K + 3 when P = 1 for geometric channel with
L paths when L = 10.

in Figure 6, for the cases when N = 2K + 3 as well as
when N = d2.05Ke. It clearly shows that the SDP relaxation
solver fails to find a solution to Hb = 0 almost surely, while
NLP solver maintains an outage probability of 10−2 for N =
2K +3. The staircase-like shape of the outage probability for
N = d2.05Ke reveals that the level of outage probability is
likely to be determined by the difference between N and 2K.
For relation N = dγKe, the outage probability decreases as
K increases when γ > 2. Ten thousand simulation trials has
been done to get each outage probability in Figure 6.

Although we observe that the SDP solver works faster than
the NLP solver, especially when K is large, its noise leakage
to the legitimate receivers is unsatisfactory.

In Figure 7, we compare the outage probability using NLP
approach for different channel models. In particular we show
the performance over the i.i.d. Rayleigh fading channel model
and the geometric channel model with L = 5 and L = 10
when N = 2K + 2 and N = 2K + 3. Interestingly even as
we increase K, it appears that channel correlation might be
beneficial in finding a PZF vector that simultaneously belongs
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Figure 7. Outage probability for N = 2K + 2 and N = 2K + 3 for i.i.d
Rayleigh fading channel and geometric channel with L = 5 and L = 10.

to null space of all channel vectors.

C. Case of M ≥ 1 and K ≥ 1

To measure how good beamforming vectors b1, · · · ,bM
are, let us introduce two criteria: noise leakage and orthogo-
nality loss. Similar to (32), the average noise leakage at the
intended receivers can be computed as

EH

[ 1

NMK

M∑
i=1

||Hbi||2P
]
. (34)

The orthogonality loss is defined as

EH

[ 2

M(M − 1)

M∑
i=1

M∑
j=i+1

|〈bi,bj〉|
]

(35)

which checks the orthogonality of {b1, · · · ,bM}.
In Figure 8, we illustrate the simulation results for the

cases of (N,K) = (80, 20), (80, 25) and (40, 10), where noise
leakage and orthogonality loss are plotted in vesus M . The
expectation over H in (34) and (35) is computed by averaging
over sufficiently large number of i.i.d Rayleigh fading channel
realizations in our simulation. The largest values of valid M
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Figure 8. Average noise leakage and orthogonality loss of the beamforming
vectors vs number of RF chains M for (N,K) = (80, 20), (80, 25) and
(40, 10) when P = 1.

are shown to be 19, 15 and 10 respectively for these three
cases.

Our simulation results indicates that the maximum M such
that (7) and the orthogonality constraint hold is approximately
N/2−K. An intuitive explanation is as follows: for the M -th
iteration in Algorithm 2, H⊥M has rank N−K−(M−1), hence
2(N −K − (M − 1)) real degrees of freedom, while having
N quadratic constraints. To have extra degrees of freedom,
we need N > 2(N − K − (M − 1)), which yields M <
N/2−K + 1.

VI. SECRECY RATE ANALYSIS

In this section, we analyze the secrecy rate achieved by
our algorithm. For brevity of results, we consider the single
receiver case, i.e., K = 1. We assume one RF chain for
message transmission and M RF chains for noise transmission.
Accordingly, the input x has the following form:

x =

√
P

N(M + 1)

(
wu +

M∑
k=1

skbk

)
(36)

where w is the message symbol such that E[|w|2] = 1, sk ∼
CN (0, 1) is the k-th noise symbol, and u and vk are the
phase-only beamforming vectors for w and sk, respectively.
See Figure 9 for a system diagram corresponding to (36).

To evaluate the secrecy rate achieved by our algorithm, we
first present a general secrecy rate expression in the following,
which is for a general setting of J noise symbols and holds
with or without phase-only constraints. The proof is provided
in Appendix B.

Proposition 3 (Lower bound). Suppose that the transmitter
sends one message symbol using beamforming vector v and
J noise symbols using beamforming vectors v1, · · · ,vJ such
that ‖v‖2 +

∑J
k=1 ‖vk‖2 ≤ P . Then, the following secrecy

rate is achievable:

R = Eh,G

[
log

(
1 +

|hTv|2
1 +

∑J
k=1 |hTvk|2

)
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Figure 9. System model for the complete transmission scheme, with one RF
chain for message transmission and M RF chains for AN transmission.

− log

det
(
I + Gvv†G† +

∑J
k=1 Gvkv

†
kG
†
)

det
(
I +

∑J
k=1 Gvkv

†
kG
†
)

]. (37)

The secrecy rate achieved by our algorithm is obtained by
substituting J ⇐ M,v ⇐

√
P

N(M+1)u,vk ⇐
√

P
N(M+1)bk

in (37) of Proposition 3, where each element of u has the
unit magnitude and the phase that compensates the phase of
corresponding legitimate channel gain and b1, · · · ,bM are
constructed according to our algorithm in Section IV-B.

For comparison, we describe two other schemes in the
following, which are also summarized in Table I. In each of
the following schemes, the beamforming vector for message
transmission is set as the same as in our scheme.
• Scheme based on [3]: It is shown in [3] that arbitrary
J beamforming vectors can be synthesized by a hybrid
Analog/Digital BF system with 2J RF chains. Inspired
by this observation, in our proposed model, one can trans-
mit bM/2c AN symbols using arbitrary beamforming
vectors v1, · · · ,vbM/2c as long as the power constraint
is satisfied. Hence, in this scheme, bM/2c AN symbols
are transmitted by using orthogonal beamforming vectors
v1, · · · ,vbM/2c in the null space of h (normalized to
satisfy the power constraint) and its achievable secrecy
rate can be evaluated from Proposition 3.

• Unconstrained scheme: As an upper bound, we consider
the case without constraint on the number of RF chains.
Hence, in this scheme, M AN symbols are transmitted
using orthogonal beamforming vectors v1, · · · ,vM in the
null space of h (normalized to satisfy the power con-
straint) and its achievable secrecy rate can be evaluated
from Proposition 3.

In the following subsection, we numerically plot the secrecy
rates achieved by our scheme and the aforementioned two
schemes.

A. Numerical Results

Numerical results are shown in Figures 10, 11, and 12
for the cases (M,N,Ne) = (10, 20, 10), (10, 30, 10) and
(10, 40, 10) respectively for the i.i.d Rayleigh fading channel.
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Figure 10. Secrecy rates when M = 10, N = 20 and Ne = 10 for i.i.d
Rayleigh fading channel.
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Figure 11. Secrecy rates when M = 10, N = 30 and Ne = 10 for i.i.d
Rayleigh fading channel.

In addition to the achievable secrecy rates using the three
schemes, we also plot the MISOME upper bound [5] for
comparison. In contrast to the scheme based on [3] where only
bM/2c AN symbols are sent, our proposed scheme achieves
a considerably higher secrecy rate as it can transmit M
AN symbols. The unconstrained AN beamforming scheme is
shown by the dashed black lines with triangles. We remind that
in Section V-C, it is numerically shown that M < N

2 −K+1
is needed to find the PZF vectors. For the current simulation
setup, this condition becomes N > 2M = 20. Indeed, we can
see that our PZF scheme has a non-negligible performance
gap compared to the unconstrained AN beamforming scheme
for N = 20, but the gap becomes negligible for N = 30, 40.

In addition, for the geometric channel model with L = 10
paths, the cases (M,N,Ne) = (10, 20, 10) and (10, 30, 10)
are shown in Figures 13 and 14 respectively. Similarly, we
can see that our PZF scheme has some loss for N = 20, but
performs well for N = 30.
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Table I
COMPARISON OF THREE AN SCHEMES WHERE ONE RF CHAIN IS USED FOR MESSAGE TRANSMISSION AND M RF CHAINS ARE USED FOR AN

TRANSMISSION.

Scheme Our scheme Scheme based on [3] Unconstrained scheme
Number of AN symbols M (Number of RF chains minus one) bM

2
c M

Property of AN Not guaranteed to be Guaranteed to be Guaranteed to be
beamforming vectors orthogonal and zero-forcing orthogonal and zero-forcing orthogonal and zero-forcing
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Figure 12. Secrecy rates when M = 10, N = 40 and Ne = 10 for i.i.d
Rayleigh fading channel.
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Figure 13. Secrecy rates when M = 10, N = 20 and Ne = 10 for geometric
model with L = 10 paths.

VII. CONCLUSIONS

We study artificial noise transmission when each beamform-
ing vector in the null space of the legitimate users’ channel
must satisfy a constant amplitude constraint on each element
(weight). Our work is motivated by applications to emerging
massive MIMO systems with a fixed number of RF chains and
we refer to such beamforming vectors as PZF vectors. For the
case of single RF chain and single receiver, we establish an
analytical condition for the existence of such a PZF vector.
For the general case we propose a numerical algorithm that
uses the Gauss-Newton method to find multiple PZF vectors.
Using simulations we note that for a system with single RF
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Figure 14. Secrecy rates when M = 10, N = 30 and Ne = 10 for geometric
model with L = 10 paths.

chain, N antennas, and K users, a PZF vector exists with high
probability if N ≥ 2K+3. This is in sharp contrast to the case
of unconstrained beamforming, where it suffices that N > K.

In terms of future work, it will be interesting to analytically
prove the above threshold in the multiuser case. In another
direction, it might be interesting to incorporate digital beam-
forming across AN symbols in the case of multiple RF chains,
although off-the-shelf approaches do not appear to be sufficient
in this regard.

APPENDIX A
PROOF OF PROPOSITION 1

Following the geometric interpretation in Section III it
follows that one can view each hi ∈ C as a 2-D vector in
the real-imaginary plane. The condition

N∑
i=1

hie
jφi = 0 (38)

is equivalent to rotating N sides of lengths ai = |hi| to
complete a N -sided polygon in 2-dimensions. We must show
that a necessary and sufficient condition for such rotations
{φi} to exist is that

ai ≤
1

2

N∑
j=1

aj , ∀i = 1, . . . , N. (39)

The necessity is immediate. If there exists a side, say h1
that violates (39) then h1 cannot be cancelled even when
h2, . . . , hN are perfectly aligned in the direction opposite to
h1. Thus (38) cannot be satisfied.

The sufficiency part can be proved using mathematical
induction. As discussed in Section III, the condition for N = 3
follows from the law of cosines.
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Assume that the statement is true for N − 1 and we are
required to prove it for N . Given ai ≤ 1

2

∑N
j=1 aj , we can get

that

aN−1 + aN ≥ 2ai −
N−2∑
j=1

aj , ∀i = 1, · · · , N − 2

as well as

|aN − aN−1| ≤
N−2∑
j=1

aj .

Combining these with the trivial inequalities:
aN−1 + aN ≤ |aN − aN−1|

and

ai ≤
N−2∑
j=1

aj , ∀i = 1, . . . , N − 2

which hold since all aj are non-negative, we have that for
each i ∈ {1, . . . , N − 2}:

min{aN−1 + aN ,

N−2∑
j=1

aj}

≥ max{2ai −
N−2∑
j=1

aj , |aN − aN−1|}.

Hence there exists d such that

d ≤ min{aN−1 + aN ,

N−2∑
j=1

aj}

d ≥ max{2ai −
N−2∑
j=1

aj , |aN − aN−1|},

equivalently, we have
N−2∑
j=1

aj ≥ d ≥ 2ai −
N−2∑
j=1

aj , i = 1, ..., N − 2 (40)

aN−1 + aN ≥ d ≥ |aN − aN−1|. (41)
Based on the N − 1 case, (40) infers that (a1, · · · , aN−2, d)
can form a polygon. (41) infers that a triangle can be formed
using (d, aN−1, aN ). Sharing a common edge, the polygon
with N − 1 edges and the triangle can form a polygon with
N edges. This completes the proof.

APPENDIX B
PROOF OF PROPOSITION 3

The following secrecy rate is achievable from [39]
R = I(A;Y |h)− I(A;Z|G) (42)

for any distribution f(a)f(x|a,h) such that E[‖X‖2] ≤ P ,
by considering f(x|a,h) as a prefix channel. Then, if we
substitute A ∼ CN (0, 1) and X = Av +

∑J
k=1 skvk with

sk ∼ CN (0, 1) in (42), we have
R = I(A;Y |h)− I(A;Z|G) (43)

= I(A;AhTv +

J∑
k=1

skh
Tvk + n|h)

− I(A;AGv +

J∑
k=1

skGvk + ne|G) (44)

= h(AhTv +

J∑
k=1

skh
Tvk + n|h)

− h(
J∑
k=1

skh
Tvk + n|h)

− h(AGv +

J∑
k=1

skGvk + ne|G)

+ h(

J∑
k=1

skGvk + ne|G) (45)

= Eh

[
log

(
1 + |hTv|2 +

J∑
k=1

|hTvk|2
)

− log

(
1 +

J∑
k=1

|hTvk|2
)]

− EG

[
log det

(
I + Gvv†G† +

J∑
k=1

Gvkv
†
kG
†

)

− log det

(
I +

J∑
k=1

Gvkv
†
kG
†

)]
, (46)

which completes the proof.
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