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Abstract—This paper addresses the optimal design of limited-
feedback downlink multi-user spatial multiplexing systens. A
multiple-antenna base-station is assumed to serve multiplsingle-
antenna users, who quantize and feed back their channel stain-
formation (CSI) through a shared rate-limited feedback chainel.
The optimization problem is cast in the form of minimizing the
average transmission power at the base-station subject tosers’
target signal-to-interference-plus-noise ratios (SINR)and outage
probability constraints. The goal is to derive the feedbackbit
allocations among the users and the corresponding channelag-
nitude and direction quantization codebooks in a high-restution
guantization regime. Toward this end, this paper develops @& op-
timization framework using approximate analytical closedform
solutions, the accuracy of which is then verified by numerica
results. The results show that, for channels in the real spa; the
number of channel direction quantization bits should be(M —1)
times the number of channel magnitude quantization bits, whkre
M is the number of base-station antennas. Moreover, users hit
higher requested quality-of-service (QoS), i.e. lower taget outage
probabilities, and higher requested downlink rates, i.e. gher
target SINR’s, should use larger shares of the feedback ratdt
is also shown that, for the target QoS parameters to be feadib,
the total feedback bandwidth should scale logarithmicallywith
the geometric mean of the target SINR values and the geometri
mean of the inverse target outage probabilities. In particlar,
the minimum required feedback rate is shown to increase if
the users’ target parameters deviate from the correspondig
geometric means. Finally, the paper shows that, as the total
number of feedback bits B increases, the performance of the

Iimited-zfeedback system approaches the perfect-CSI syste as
o—B/M?*

Index Terms—Beamforming, bit allocation, channel quanti-

zation, limited feedback, multiple antennas, outage probiility,
power control, spatial multiplexing.

I. INTRODUCTION

Multiple-input multiple-output (MIMO) technology can po-

(CSI) at the base-station [1], [2]. Such information is reece
sary to form the downlink transmission beams at the base-
station and to perform rate/power adaptation for each user.
Acquiring channel information, however, is a challengisgpie
in practice especially for frequency-division duplex (FPD
systems, where the uplink and downlink channels use differe
frequency bands. In these systems, the users need to #yplici
guantize their channels and send back the quantized informa
tion through a shared feedback channel. The feedback link in
such a system is usually a rate-limited control channelcéen
the termlimited-feedback systems

The scarcity of feedback bandwidth in limited-feedback
systems necessitates efficient channel quantization cotteb
structures and an optimal allocation of feedback bits among
those codebooks. This paper aims at deriving these stasctur
and the corresponding bit allocation laws for limited-feacdk
multi-user spatial multiplexing systems.

A. Related Work

Multi-antenna communications with limited CSI is exten-
sively studied in the literature for single-cell systemp-{10]
and to some extent for cooperative multi-cell networks {11]
[13]. This paper focuses on single-cell multi-user systems

The major advantage of multi-antenna multi-user systems
with respect to single-user systems is the sum+raikiplexing
gain, which follows from the fact that multiple simultaneous
transmissions can be established in a multi-antenna dokvnli
In order to preserve this gain in limited-feedback systetimes,
author of [2] shows that the total feedback rate should scale
linearly with the signal-to-noise ratio (SNR) in dB scalder
work in [2] addresses a setup with small number of users. In a
network with large number of users, there is another soufrce o
sum-rate improvement, referred torasilti-user diversity gain

tentially provide significant performance improvements fowhich is realized by the base-station opportunisticaltyestul-

wireless systems. More specifically, in the context of datlu

ing users with favorable channel conditions. For schedulin

communications, the availability of multiple antennas ta t a well justified approach is to choose users with high channel

base-station allows it to simultaneously transmit to npudti

gains and near-orthogonal channel directions [1], [3]-IA].

users by multiplexing their data streams and hence improVke authors of [3] specifically show that one needs the cHanne

the total downlink rate. Such systems are generally redeioe
as multi-user spatial multiplexing systems.

gain information (CGI) in addition to the quantized channel
direction information (CDI) in order to realize the multser

The performance of multi-user spatial multiplexing systendiversity gain. The gain information however is assumed to
depends heavily on the amount of channel state informatiba perfect in [3]. The split of feedback bits between CGI and
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CDI quantization introduces an interesting tradeoff betwe

multiplexing gain and diversity gain. This tradeoff is St

by [7], where the authors numerically show that more bits

should be used for CGI quantization in order to benefit from

multi-user diversity gain as the number of users increases.
For the purpose of precoding the information intended

to scheduled users, two distinct approaches are proposed



in the literature. The first group of work uses zero-forcing e.g. [20], [21], we use it mainly for the ease of geometric

beamforming based on the quantized directions [3], [6]. The representation of the quantization regions and the corre-
second group adopts a codebook (or multiple codebooks) of sponding calculations. The extension of the analysis to
orthonormal beamforming vectors and selects beamforming complex space is discussed in Section VIII.

directions based on the signal-to-interference-plusecatio

(SINR) feedbacks from the users [1], [4], [10]. The authors pbohlem Formulation

of [10] specifically claim that in the regime of large number ) .
of users, the orthogonal beamforming approach outperformsWe formulate the system design p_roblem as the m!n|m|za-
the zero-forcing method. Finally, the authors of [5] presen tion of the average sum power subject to the users’ outage

more thorough analysis of multi-user limited-feedbackeys probability constraints. In order to differ_entiate betwethe
considering joint training, scheduling, and beamforming. USErs’ QoS requirements, we assume different target SINR's
and outage probabilities across the users. Our goal is to

B. System Model derive the optimal split of feedback bits among the users

This paper considers a limited-feedback multi-user syste?ﬂd the corresponding magnitude and direction quantizatio
with a M-antenna base-station ardd single-antenna users.COd?bOOks' L o .
The users send their quantized CSI to the base-stationghrou Dlﬁerzn_t ve;]rlalt_lons of the power minimization formula11|o_
a feedback link with a capacity o8 bits per each downlink &€ used in the literature, e.g. in [22]-[26], as an appederi
transmission block. Based on this quantized informatibe, tformulation for fixed-rate delay-sensitive applicatioresg.

base-station then comes up with the downlink transmissigf'c® OVer _IP’ video gonferencmg, gnd mteractlvg gaming.
powers and beamforming vectors. The reliability of the fixed-rate link is usually achieved by

Our goal is to optimize the system performance subjeRPPying power control at the base-station to compensate fo
to the total feedback rate constraint. Although the progosH'® channel fading, as in Wideband Code Division Multiple
approach is rather generic, we impose several simplifyintfc€SS (WCDMA) system standards [27]. o
assumptions on the system model in order to achieve closed?n alternative problem formulation is to maximize the
form solutions. These assumptions are listed below andbeill 2VE€rage sum rate subject to a power constraint [1]-{4]{1§],

explicitly mentioned and justified whenever needed thraugh [10]- In most of these formulations, the transmission poiser
the text: fixed and the quantized information is used only to adapt the

Assumptions transmission rates. This type of formulation is more approp

Al. Most of the analysis in this paper is based on e for varia_\ple-rate (_:ommunication syste_ms, e.g. Wodewi
assumption ohigh resolution quantizatiari.e. B — co. Interoperability for Microwave Access (WiMAX) and 3GPP

This assumption is made mainly to achieve a tractabi@nd Term Evolution (LTE) system standards [28], [29].
formulation for system optimization and has been used W& make the following comments on the existing rate-
frequently in the literature of quantization theory [14]M@Ximization formulations in the literature:

[15]. In addition, the paper investigates, both numerjcall 1. The sum-rate maximization problem assumes equal pri-
and ana|ytica||y, the System performance with moderate Ority for all users in terms of their applications. Since the
values of B, and examines the regime where the high users are not differentiated based on their QoS measures,

resolution results are applicable. this formulation cannot answer the question of how
A2. Users’ channels are independent and identically dis- to optimally split the feedback bits among users with
tributed (i.i.d.). different QoS requirements.

A3. Users' channel directions are uniformly distributeceov 2. The channel gain information (CGI) is clearly an impor-
the M-dimensional unit hypersphere. This includes the tant factor in scheduling the users and also in setting the

Rayleigh i.i.d. channels as an special case [16]. downlink rate for each user. However, most of the existing
A4. Users’ channel magnitudes are independent from channel literature either assumes perfect channel gain informatio
directions and can have an arbitrary distribution. or completely ignores this information. It is therefore not

A5. We assume a product structure for the channel quantiza- clear how to optimally split the feedback bits between
tion codebook, i.e. channel magnitudes and channel direc- channel direction and channel gain quantizers in the
tions are quantized independently. This product structure context of sum-rate maximization problem. The works
is justified in [8], [17]. According to the high resolution that look into this problem are mainly numerical and lack
assumption, if we denote the magnitude and direction closed-form solutions [7], [10].
codebook sizes by, and N;,, we haveN,, N, — oo One solution to the first issue raised above is to prioritize
for each used < k < M. users with certain weights and consider the weighted suen-ra

A6. The beamforming vectors are zero-forcing directions fanaximization instead of the sum-rate itself. These weights
the quantized directions. This assumption is to mimican be set by the scheduler based on users’ QoS require-
the perfect-CSl case, where zero-forcing beamformingsents. The proportional fairness scheduler for examplg set
shown to achieve asymptotically optimal sum-rate scalirthe weights based on users’ backlogged traffic by assigning
with SNR [18], [19]. a higher weight to a user with larger backlog. This type of

A7. The user channels are assumed to be real vectors. faFmulation appears for example in [30]-[33] for perfeciC
though this assumption appears in the earlier literatuigystems. Generalizing this formulation to limited-feeclba



systems however appears to be a difficult problem. We are wmptantization codebook structure. In Section V, we study the
specifically aware of any work that addresses such a problgmwer control optimization for fixed quantization codebsok
For this reason, this paper resorts to a power minimizati@md derive an upper bound for the average sum power. By
formulation, which can easily incorporate the QoS constsai using the sum power upper bound, we then optimize the
by assuming different target SINRs and outage probalslitiproduct codebook structures in Section VI and derive the
across the users. The power minimization formulation alssymptotically optimal bit allocation laws. Finally, Sect VI
simplifies the CGI/CDI bit allocation problem and providepresents the numerical results and Section VIII conclubes t
insight to the system design by allowing for closed-forrpaper.
asymptotic bit allocation solutions. Notations:Most of the computations in this paper are in real
space. The logarithm functions are base 2. The angle between
any two unit-norm vectorsr and v is defined as/(u,v) =
D. Proposed Approach arccos [ulv| so that0 < Z(u,v) < 7/2. )

Our approach for solving the power minimization problem
is to fix the channel outage regions in advance and transformy  n ULTIUSER SPATIAL MULTIPLEXING SYSTEM WITH
the problem to a robust optimization problem. Assuming zero PEREECTCSI: OUTAGE IS |NEVITABLE

forcing beamforming vectors, we first formulgte the_ robust We start by assuming perfect CSI at the base-station and
power control problem in the form of a semi-definite pro-

ramming (SDP) problem. Using an approximate upper bouslaow that, unlike a single-user system, outage is ineatabl
9 9 P y g bp PP the multi-user system even with perfect CSI. The difference

solution to the SDP problem, we then derive the codebook . :
. . . . with the single-user case is due to the fact that the base-

structures and the corresponding bit allocations in thenasy L . L
) : - . station in a multi-user system needs to distinguish thesuser

totic regime wherd3 — oo. Within the proposed approximate . . "
MDA . sipaually and when the user channels are closely aligned it i

optimization framework, we show that for channels in rea . . ) o

space: not possible to satisfy the users’ target SINR’s with a bahd

pace. ) o _ . average transmission power.

1. The optimal number of channel direction quantization consider a multi-user downlink channel witH antennas
bits is M — 1 times the number of channel magnitude; he pase-station ant users each with a single antenna.
quantization bits, wheré/ is the number of base-station| ¢ hy, € RM, v), € RM, P, and~, denote respectively, the
antennas. user channel, the unit-norm beamforming vector, the alémta

2. The share of théith user from the total feedback ratepOWer and the target SINR for thieh user,1 < k < M. The

is controlled by’log% and log1/qx, where v, and minimization of the transmission sum power subject the user
qx are the users target SINR and outage probabilitg|NR constraints is formulated as follows:
As a general rule, a user with a lower target outage

M
probability and higher target SINR needs a higher channel min Z P, 1)
quantization resolution and therefore requires a larger Pevi £~
share of the total feedback rate.

T 2
3. For the outage probability constraints to be_ feasible, st by [hi VkL >, k=1,2,---, M
the total feedback rate should scale logarithmically with > B |h£vl\ +1
~, the geometric mean of the target SINR values, and I#k

1/g, the geometric mean of the inverse target outagehere the receiver noise power is assumed to foe all users.
probabilities. Moreover, the minimum required feedback A suboptimal solution for problem (1) is to use zero-forcing
rate increases if the users’ target parameters devigl#) beamforming vectorss;, to eliminate the interference
from the average parametefs and ¢, i.e. there is a and find the power valueB) that satisfy the constraints with
feedback rate penalty for serving users with non-simila&quality. This solution is asymptotically optimal in theghi
target parameters. The higher the deviation, the high8NR regime [18], [19]. Clearly, for the zero-forcing sobuii
the penalty. to be applicable, the users’ vector channels need to berlinea
4. As the total feedback ratB increases, the performancendependent. Since the channels are assumed to be independe

of the limited CSI system apEroaches the performance@indom vectors, this condition is satisfied almost suredy, i
the perfect-CSI system & 2. with probability one.

These optimality results are based on minimizing an upperAn important matter to consider with this solution is thae th

bound of the sum power. The closeness of the upper boundf@nsmission powers would need to be extremely high when
the exact sum power is verified numerically in the paper. the users’ channels are closely aligned, as the ZF beamigrmi
vectors would be almost perpendicular to the corresponding

o channels in such cases. Therefore, it is not possible toyalwa
E. Organization of the Paper satisfy the SINR constraints with a bounded average power
The remainder of this paper is organized as follows. Sectiand as a result, a certain degree of outage must be tolerated
Il provides an overview of the perfect CSI system. Sectidoy the users.
[ll presents the system design problem in its general formTo see this rigorously, definé, = Z(h;,H_;), where
and describes our approach in transforming it to a robust< 6, < 7, andH_; = spar{{h;|l # k}). For zero-forcing
design problem. Section IV describes the product chanramforming vectors, we have/(vy, hy)=7 —0;. Assume



that the users’ channels are i.i.d. with uniformly disttéml For a given total number of quantization (feedback) Bits
directions and independent channel magnitudes (withrarlit target SINR valuesy, and target outage probabilitigs, the
distributions). The average sum power of the zero-forcimgystem design problem is formulated as follows:

method is given by

I NERENTRR R ‘
= k
wes™ £y \thk\ [l Lsin(6,) ] &)

As 6y, is uniformly distributed in[0, ], the expectation of B
1/sin*(0) becomes unbounded. st H Ny, =27,
To avoid unbounded transmit power, the users should tol-
erate certain degrees of outage. A reasonable approach is to
declare outage for usét, i.e. setP, = 0, when prob < | <qw,

0 <6, <0y, I#£k

wheref; < 1 is the smallest acceptable angle betwhgrand k=1,2,--- M

H_. W'th this assumption the average sum power is g'v%{?here the optimization is over the quantization codebabks

by codebook sizesVy, the power control function®, (S(H)) :
/2 40, H% 1 Cr — R4, and the beamforming functions, (S(H)) :
Pucs Z%E 1/||be*] —5 /2 / 2 0, v—1 Cr — s, wheredly is the unit hypersphere iR™.
i An exact solution to this problem is intractable. Our ap-
roach in simplifying the problem is to fix the outage scevsri
— Z "Yk]E[l/HthQ} cot 0y, ~ % ER @ ﬁ1 advance anrzj t)r/aniformpthe design problem to agrobustmiesig
=1 k=1 "k problem that guarantees the target SINR’s for the no-outage

I\I M

where the approximation holds féf <« 1 and scenarios.
el 1 /1 12 3 Define theoutage regionQ2;, C [[, Ci for userk such that
Puvcs = E[1/ B[] ®) probS(H) € ] = qi. Also definel,,(S(H)) as theactivity

for i.i.d. users. The corresponding outage probabilities aflag for userk:
Pourr = 205 /7 for 1 < k < M. c
If|avmg s{[ud|ed the perfect CSI system, the next section Ix(S(H)) = Z(S(H) € ),
describes a general framework for the limited-feedbactesys where Z(-) is the logic true function. Whenever a user’s
design. The insights achieved by studying this general men channel resides outside the user’s predefined outage region
used in the later sections for system design and optimizatithe activity flag is on and the user must be served by the
with product channel quantization codebooks. base-station, i.e. the user should not face an outage.
Let us fix the codebook sized’, for now. For a robust
[1l. SYSTEM DESIGN PROBLEM AND VECTORCHANNEL  system design, we need to design the codebooks, the power
QUANTIZATION : GENERAL FORM control functions, and the beamforming functions such tinat

To clarify the arguments, we start by some basic definitior@rget SINR’s are guaranteed whene¥g(S(H))=1:

By a vector channel quantization codebo6kof size N, we M
mean a partition oRM into N disjoint quantization regions  min Egy ZP’“(S(H))] (5)
n . Ck,
S( ), 1§TL§N Pk(S)ZH)), k=1
vi(S(H))

c={sW, 5@ ... gy

For every quantization codebodk we also define uanti- S-t. inf Fe(S(H)) ’WTV]“(S(H))’
zation function wesk(h’“)l; Py(S(H)) [w”v,(S(H))[*+1

2

S(h) : RM = ¢,
(h) VHeRM andk=1,2,---, M (6)
which returns the quantization region thatc R™ belongs
to.
Now, for each usel<k<M, associate a codebodak, of
size N;, and the corresponding quantization functi§nhy,),
whereh,, is thekth user’s channel. Further, define the order

Note that by including the activity flag in the constraint,(6)
this formulation guarantees the target SINR whgn=1 and
returnsP,=0 whenI,=0. Also note that the activity flags are
dixed in advance such that pridh(S(H))=0]=gj.

The design problem in (5) is a complicated problem. In

M-tuples ) : i
, order to achieve a tractable reformulation, we accept twim ma
H % M7 hl ... hi]ecRM, simplifying assumptions (Assumptions A5 and A6 in Section
M [-B):
S(H) £'[8) (1), S2(hs), -, Sar(hr)] H « We assume a product structure for the channel quan-

tization codebook, where the channel magnitude and



the channel direction are quantized independently. SuchFor a givenmagnitude outage probability, we define the
a product structure, also known as shape-gain quantiagnitude outage regioas the leftmost quantization interval
zation in the literature [14], provides several practica{b,y,il)). The first quantization level is therefore fixed as
advantages including faster quantization and lower stor- ) L.

age requirement for the quantization codebooks. Product Yp ' = F 7 (dn), ()

codebook structures are also shown to be sufficient stryghere F~1(.) is the inverse cumulative distribution function
tures for effective interference management in multl-us?édf) of V. def [y ||

systems [8]. We further define’), as the set of magnitude quantization

o We assume a flxgd zero-forcmg dp&gn for the fOHOW'ngegions, i.e. the set of quantization intervals ffox,|| = v/Yr:
reason. Let us fix the quantization codebodaks and

consider a time snapshot of the optimization problem in Cr = {J,il), J,EQ), . ,J,gN’“)} , (8)
(5) with a fixed channel realizatidd and fixed quantized

information S(H). For this specific point in time, we ynere 7™ — /y(n) /y(n+1) andy(Nk+1) def 0. Note
intend to optimize the beamforming vectargsand power F kv Ik F

levels P, such that the worst-case SINR conditions iﬁhat the definition uses the square root of the levels as the
(6) are satisfied. It can be shown that this problem Ruantization levely") are defined for quantizinghy||?.
non-convex with respect t&®, and v, and therefore _ Finally, for vy > y.", we define theuantized magnitude
difficult to solve in general. However, if one fixes theYx as the quantization level iii); that is in the immediate left
vectorsvy, the problem would be convex in terms ofof Yy, i.e.,
P{C, ;ince the ob_jective and con;traints are lineajn Y, = yl(cn) if yl(cn) <Y, < y]in+1)_ 9)
Similar observations are made in [34]-[36]. In order to
preserve the convexity structure, we therefore assume thafor reasons that are clarified later in Section VI, we are in-
the beamforming vectors;(S(H)) are fixed as zero- terested in a magnitude quantization codebook that mirisniz
forcing vectors for the quantized channel directions. Thi [1/Y}|. It is shown in [37] that the optimal codebook with
is to mimic the zero-forcing beamforming with perfecsuch a “criterion is uniform (in dB scale) in the asymptotic
CSl, where the base-station knows the exact chanmefime whereV, — co. We denote such an optimal codebook
directions. The exact definition of the quantized channby Y; and refer to it as theniform magnitude quantization
directions is provided later in Section IV-B. codebookin the remainder of this paper.
With these simplifying assumptions, the robust design prob The work in [37] further shows that the uniform codebook
lem reduces to the following subproblems: 1) optimizindj satisfies the following upper bound:
the power control function for fixed beamforming vectors
and codebook structures; 2) optimizing the product codkboo | | —
structure itself. The following sections address thesg@mip Y

lems. where

< Puses (1 n Nk—Ck(Nk) _"_ka_QCk(Nk)) , (10)

Puavest = E[l/yk] = E[l/”hkl|2]
IV. PRODUCT QUANTIZATION CODEBOOK STRUCTURE ] ] ) .
In this section, we describe the product quantization cod”é§ defined in (3). On the left hand side of (10), the variable
b ' ) P q .Y is the quantized magnitude variable associated with the
ook structures and specify the corresponding outagerleglouniform codebooky. On the right-hand side of (10)
To be more exact, for a given target outage probabilitywe k: 9 '

specify the magnitude and direction outage regions sudh tha def  E[Y%]
o 2E[1/Y:])’
Gk = qk + qk, TER/Y)
here themagnitud t bability;, is th babilit where
where themagnitude outage probability, is the probabili — lim — /
g gep Yie p Yy 7 yllm fw)/ ()

that the channel magnitude resides in the specifiadnitude
outage regionand thedirection outage probabilityj,. is the and f(-) is the probability density function (pdf) ofy. The
probability that the channel direction resides in the dipeti function (. (n) depends on the magnitude outage probability

direction outage region gr and is defined as the solution to the following equation:
n—1
. . . . —(r(n —(r(n _ n

A. Magnitude Quantization Codebook and Magnitude Outage n- ) (1 +n ok )) =
Region i

For each uset < k < M, we use a magnitude quantizationNhefey;il) = F~1(gx) as defined earlier. It can be shown that
codebook ‘ for any ¢, > 0 and hencey\" > 0, we have

Y, — {Uu) O y<Nk>}
k= oYk ok lim G(n) = 1. (11)
n—oo

for quantizing the channel magnitude .Squabé{dd:ef by |2 The bound in (10) and the limit in (11) are used in Sec-

Herey,ﬁ") are the quantization levels arid, is the magnitude tion VI for optimization of the product channel quantizatio
codebook size. codebook structure.



the users. Finally, assuming th@t is approximately uniform
in [0, 7/2]%, the direction outage probabilitys given by

2
Gr ~ —0y. (15)
T

In Section VI, which addresses the product codebook
optimization, we will need the following inequality, which
on the unit hyperspherg, . describes the dependence between the angular opépiagd
the direction codebook siz&:

(n)

Fig. 1. Spherical cay:B(”) aroundu,,

L1
B. Direction Quantization Codebook and Direction Outage b ~singy, < 4y N, M, (16)

Region 1 o )
For each uset<k<M, we use a Grassmannian codebooﬁ'here)‘M: (\/EF((M+1)/2)/F(.M/2)). N Th's. inequality
U, of size N, for direction quantization: . olds for large enoug_h va]ues of; and its proof |s_presented

k in [37]. The approximation on the left-hand side of (16)
Uy :{ O CO 7u](€Nk>}’ (12) assumesp < 1, which is justified by the high resolution

u;’,u;
Bk assumptionV;, > 1 (Assumption Al and A5 in Section I-B).

Whereu;") vectors areM -dimensional unit-norm Grassman-

nian codewords. C. Product Codebook Structure
Every channel realizatiorh; is mapped to a vector ysjng our definitions of the magnitude and direction quan-
uy(hi) € U that has the smallest angle with: tization regions, we define product channel quantizatiateeo
iy (hy,) = arg min Z(hy, u). (13) book C;, for each usek as follows:
Cr = (C x Ci) U Oy, 17)

The vectoruy is referred to as theuantized directionfor
the channel realizatiom,. The corresponding quantizationwhereC andC are the magnitude and direction quantization
regions, according to the Gilbert-Varshamov argument,[38Egions in (8) and (14), and

can be covered by the following spherical caps:
o = {n|n < V4" |

C"k: {Bl(gl)’Bl(cQ)’.” ’BI(CNk)}’ (14)
is a ball centered at origin corresponding to the magnitude
) () outage region.
By, {W € uM’ (w,u, ) < ¢k} Based on the definitions of the magnitude and direction

outage regions, the activity flag for uskeris given b
is the spherical cap aroum}l;") as shown in Fig. 1. In this 9e e y g Y Y

definition, I,=T <9k >0° A ||hf > /yl(€1)> 7 (18)

¢ = arcsin g,

where

is the angular opening of the caps afidis the minimum WhereZ(-) is the logic true function, and, 67, andy," are
chordal distance obJy. It should be noted that covering thedefined in Sections IV-A and IV-B.

direction quantization regions with the spherical capsuigigs ~ According to the activity flag expression in (18), the outage
the quantization regions. By considering the constraiptir{é €vent for usek can be expressed as the union of the magnitude
the robust design problem (5), such enlargement of the megi®@utage event, corresponding to the channel magnitude lging
will lead to an upper bound for the average transmissidh€ magnitude outage region, and the direction outage event
power. corresponding to the channel direction lying in the dir@cti

In order to describe thdirection outage regionsdefine ~ outage region. By using the union probability formula weéav

- o 2
Ok = Z(t, Up), probiZ = 0] < gk + G ~ F(y") + —0%,
where . where ¢, and g, are the magnitude and direction outage
U_ = sparf{w|l # k}) probabilities respectively and the approximation folldfinem

(15). In order to satisfy the target outage probability we

anduy is the quantized direction for usér This is a similar therefore impose the following constraint

definition as in Section Il, except that the exact chanhgls
are replaced with the quantized directioig. Similar to the F(y(l)) + 292 < q. (19)
discussion in Section 1l for the perfect CSI system, we say F ™

that userk is in direction OUtagaf 1This holds if the channel direction are uniformly distriedt(Assumption

A3 in Section I-B) and the codebookg, undergo sufficient random rotations.
°Note that this constraint is stronger than gigb= 0] < g, and would

5 - . _ therefore lead to an upper bound on the objective functioreréme sum

where 9k is the minimum aCCEptable angle betweepn and power). This agrees with the direction of our analysis ini@dhg an upper

U_,. This implicitly defines the direction outage regions olbound for the sum power.

OS9k<92,



Py, that minimize the instantaneous sum power subject to the
worst-case SINR constraints:
M

min P, 21
niny_ P (21)

k=1

T 2
) I%C‘VV Vk’
s.t. inf > v lp, k=12,--- M (22)
2 ’Y ’ < ’
: . . _ wesSk S Prlwlvy|” +1

Fig. 2. Sector-type channel uncertainty regi®p = S(Ry, rk, Uk, ¢ ) for I

userk.
where the beamforming vectoxg, are fixed, since the quan-

tized directionsu, are fixed. Let us refer to the users with
Finally, the product channel quantization codebook size is = 0 as thesilent users and the users with. = 1 as
given by the active users and let the sé denote the set of active
Cil = N = NN + 1, o0) Usersik = _{1§k§M|Ik =1} 1In ggne_raIIC is a random B
G i i (20) set depending on the channel realizations and the specified
where N, and N, are the magnitude and direction codebooRutage regions. Now, considering the power control problem
sizes respectively. in (21), we note that if a usek is silent, i.e.l, = 0, the
To summarize, for a given target outage probabifityand corresponding SINR constraint in (22) is redundant as the
a given codebook siz&;,, we propose a product quantizatiorPr°b|em returng’, =0 for such a user. We th_erefore co_nflne
structure and specify its outage regions and the corregpgnthe_SlNR constraints in (22) to the set of active users, he. t
activity flags such that prdh, = 0] = g The proposed Indicesk € K. _ o
product codebook structure is parameterized by the matmitu _According to the robu§Ft dgragn for:rpnulatlon in (5), for any
and direction codebook size¥;, and Ny, the minimum ac- channel realizatiodl = [hy ., hy,--- ,hy,], the base-station is

ceptable channel magnitudél), and the minimum acceptablereqUirEd to serve (guarantee the target SINR’s for) allvecti
directional separatiofi?. ' usersk € K. The power control problem in (21) therefore

must be feasible for the active users. The following theorem
presents a sufficient condition that guarantees feasibilit
V. OPTIMIZATION OF THE POWER CONTROL FUNCTION Theorem 1:To ensure the feasibility of the robust power
WITH SECTOR-TYPE CHANNEL UNCERTAINTY REGIONS  control problem in (21), it is sufficient to have the followin

. , ) forall 1 <k < M:
Assuming the product codebook structure in Section 1V,

this section addresses the optimization of the power cbntr?\-] > 4 . sin 0}, M

function. For this purpose, we fix the quantization codetsook ¥ = M/Sln arctan | VO D :

Cr and the corresponding outage regions. Furthermore, as (23)

mentioned in Section Ill, we make the simplifying assumptio Proof: See Appendix A. ™

that the beamforming vectors are the zero-forcing vectors fThis condition is referred to as the minimum quantization

the quantized directions. codebook size (MQCS) condition in the remainder of this

For the product quantization codebooks considered in thiaper.

paper, the quantization (or channel uncertainty) regiaes a In the high resolution regime, where the codebook sizes

sector-type regions as shown in Fig. 2. A sector-type regitend to infinity, the MQCS conditions are clearly satisfied;

is parameterized as therefore, feasibility of the power control problem is nat a
issue as far as the high resolution analysis is considet@d. T

S(R,r,0,¢) = {h S IRM| Vr < |h| < VR, Z(h,q) < ¢, condition however plays a key role in finding the minimum
number of feedback bit$3 for which the asymptotic bit

where in the terminology of Section M is the quantized allocation laws are applicable. This issue is discussedrihér

direction andr is the quantized magnitudevhich is denoted detail in Theorem 5 of Section VI.

asY in (9). We are now ready to solve the power control problem in
For a specific point in time, consider the channel realizetio (21). An exact numerical solution to this problem can be
H = [h{ h? ... hl] and the corresponding quantizatiorobtained by transforming it into a semidefinite programming
(or channel uncertainty) regions (SDP) problem as described in the following.
Theorem 2:The problem in (21) is equivalent to the fol-
St = S(Rk, %, U, Ok) d:mSk(hk), lowing SDP problem forM > 3:
where thequantization functionsSy,(h;), 1<k<M, are de- '\, Z Py (24)

fined in Section lll. Also, letl; denote the corresponding fe’c
aCtiVity flags o ) s.t. —Pkavg—Z BV[VZTE(/\]C—,LL]C)IM-FCO;L;C¢ ~k1~1£
The goal is to optimize the power control function for the Tk I#k k

robust design problem (5). Therefore, for the current ckann

1
realizationsH, we have to find the transmission power levels Ak = P pe 20, P20, k ek,



wherely; is the M x M identity matrix. The upper bound in (27) is a bound on the instantaneous
Proof: The proof is based on the Polyak’s theorem isum power for a single snapshot of channel realizations in

[39]. See Appendix B for details. B time. As the users’ channels change over time, the quantized
Although the SDP reformulation provides a numericallynagnitudesr, = Yj,, the quantized directions, and the

efficient solution, it does not give the minimized sum power icorresponding angled, = /(u, U_;) all change with

a closed form. The availability of a closed-form expressmm time. The variablesy;, and 3, in (27) are therefore random

sum power is crucial in optimizing the quantization coddboovariables. Since we are interested in the expected valueeof t

structures. Moreover, for practical systems where the -baseim power as the design objective in (5), we use the following

station needs to continuously compute and update the trassm-power upper bound approximation so that the expeatatio

mission powers for each fading block, the SDP reformulatiaperation can be applied conveniently.

would be of a limited application. We therefore resort to a Theorem 3:In the asymptotic regime with large quantiza-

suboptimal solution to the problem in (21) that provides #on codebook sizes and small valuesggf, we have
closed-form upper bound to the sum power. This upper bound

solution is used later in Section VI as the objective funttio B, = Z e + Z feor + Z o(dr), (28)
for optimization of the users’ quantization codebooks. kek keK kek
First, we bound the SINR terms as follows. For the sector-
type regionsS;, = S(Ry, ri, Uk, ¢r), we have Wwhere
Py ‘WTVk‘Q @ Pyri Wl |? ep = %(14'(13), k= ?(CHC;?), Gk = cotO.  (29)
wlgsk S P, |wTVl|2 +1 wlgsk riy. P[WTv|2+1 y y
I£k I#k Here, the notatio(¢) = o(¢), for an arbitrary functiory(-),
Py infwes, [WTvg|? ,oy Means thatimg_,0 g(¢)/¢ = 0.
ey Prsupyes, [WIvi[2+1 (25) Proof: See Appendix C. ]
I#k So far, we have only considered the active users K.

In order to make the results applicable to the general case
= (Ci P sin? g1 (26) wherg some users might be in outage, we substimtwith
) ] v in definitions ofe, and f; in (28) so that users with
wherew = w/|wl||. The equality (a) holds since the SINR;, _ ( contribute zero power to the sum-power upper bound.
term is monotonic inlw|, i.e. the minimum occurs on theywe therefore use the following expression for the average su

spherical boundary regiofw =,/ in Fig. 2. The equality power upper bound, where we have also replacethy the
(b) holds sincev’s are the zero-forcing directions faiy’s. quantized magnitud®;:

To see this, considet, = Z(ay, ka) as defined earlier. By

considering the zero-forcing principle, we haxévy,u;) = E[P,,] ~ ZE[ek] + ZE[fk]¢k’ (30)
5—0r andZ(v;, ) = 0 for [ # k. Now, noting the definition % %

of the sector-type regioSy, we have

®) Py sin® (0, —¢r)

- where (= cot 0, andey and f;, are redefined as follows:
max Z(w,vy) = 5~ Ok + ok,

WES), Vi1 29y Iy,

, T er=—2—(1+G), fi="2"(G+G):
min Z(w,vy) = 5~ Yi Yi
wESK

By substituting the cosine of these angles in the numeratorThis concludes the optimization of the power control func-

and denominator of (25), we achieve the final expression ti@n. In the next section, we use the average sum-power upper

(26). bound in (30) to optimize the product quantization codebook
In order to obtain an upper bound on the sum power, v@uctures and to derive the asymptotic bit allocation laws

set the last term in (26) to be equal4g:

Pyry sin® (Or—r) = VI. PRoODUCT CODEBOOK OPTIMIZATION AND
(Z#kﬂ)rk sin? ¢p+1 ' ASYMPTOTIC BIT ALLOCATION LAWS
This is a set of linear equations i, k € K, whereK is the | this section, we study the quantization codebook opti-

set of active users. By solving these equations and conutifjization. For this purpose, we use the average transmission
>_rex P, we achieve the following upper bound for the sufpower bound in (30) in order to optimize the users’ magni-

power: tude and direction codebook sizes for a given feedback link
P, d:efz P, = M’ (27) capacity constraint and to derive the optimal bit alloaatio
prs L= hex Ok across the users and their magnitude and direction quéotiza

L 1 codebooks. The optimization process is asymptotic in the
whereay, = (1 + %2 and 8, = 7, sin® ¢r. The feedback rateB and assumes large quantization codebook
subscript MU inP,, stands formulti-user The closeness of sizes, Ny, Ni > 1.
the upper bound solution in (27) and the solution to the SDP Consider the sum-power upper bound in (30). Assuming

problem in (24) is verified numerically in Section VII. that 0, = Z(u, U_y,) is approximately uniform in0, 7/2]



and using the definition of the activity flag in (18), we haveln order to obtain a closed-form solution for the optimal

/2 product structure, we simplify this problem as follows.

Eler] = E {1/174 L/ 14+¢2 doy, ~ 2% {1/1/4 First, by assumingVy, N, > 1 and using the fact that
m/2 0° 9 limy, . Ce(Ng) = 1, we use the following approximation
11 [T/ 27k . for the objective function:
Elf] = 2E [1/T2] =5 [ Gl o~ 5B [1/7]
w/ Ok 0y 7 —Cr(N) 7 —2Ck (N}) AAM o= art
L . (1+Nk + WiV, ) L4+ —3 Nk
where the approximations hold fd;<1. By substituting 0%
these in (30), we achieve ~ (1 i Nk_l) <1 n 4A;u Nk M= 1)
2 oLy 1 ¢ g
- k k . g oL
sna= 23 el (v ) e SLE N TR T (@)
=1 "k k k oy

The parameter, in (31) is controlled by the direction we therefore have the following approximate upper bound:
codebook sizeN,, as described by (16). The teri@1/Yy]

on the other hand is controlled by the magnitude codebook. 2Duics M ANpg o
The asymptotically optimal codebook that minimizes thiste  E [F,] < - Z o <1+N + o Ny, > (39)
is the uniform (in dB) magnitude quantization codebdok

By setting = Y* and by using (10) and (16), we can bound Ney; we simplify the optimization constraints as follows.

the average sum power in (31) as follows: We approximate the first constraint (35)[ds_, N N; = 25.
2 Regarding the outage constraint in (36), one can easily show
E [P Prucsi T ) " \ . !
[Pl < Y that the objective function in (34) is a decreasing function

M - Ay of y](;) and #7. The constraint in (36) should therefore be

Z o (1+N R NE) N, 2<’“(N’°)) <1 70 N, - 1> satisfied with equality at the optimum. In order to simplify

k=1 this constraint, we make the assumption that the magnitude
(32) and direction outage probabilities are equally liRely

where p,,, . is defined in (3) and the variable and the . Wy Gk

function (,(-) depend on the magnitude outage probability q. = F(y,") = D) (40)

and the distribution of the channel magnitude as described i . 2 o QK

Section IV-A. G = b =3 (41)
Our goal is to minimize the average sum-power upper bound ay

in (32) in terms of the magnitude and direction quantizatiofccording to this assumptiony, * = F~*(g/2) and

codebook parameters. The optimization constraints are as .

follows. Assuming a total number of feedback hitswe have 0 = 79 (42)

the following constraint on the codebook sizes:
Y " ared f;)xedk and the co"debook oEtimization is only over the
S codebook sizes. Finally, since the optimization is asymipto
H Ni = H (N’CN’C + 1) =27, (33) in the codebook sized’,, and N;;, the last constraint in (37)
is redundant. This constraint however is used later to dexiv
The two other constraints are the target outage probabilltyver bound on the total feedback raesuch that the target
constraints given by (19) and the MQCS conditions in (23putage probabilities are feasible.
For the total feedback ratB, the target outage probabilities Now, by using the approximation in (38), the optimization
qx, and the target SINR values,, the product codebook problem in (34) simplifies to the following optimization fro
optimization problem is therefore formulated as follows:  |em:

min Z Tk (1—|—N Ck Nk)-HUN 2Ck(Nk))( eé\f Nk M= 1) min Z (1 n N Ly 4)\iw Nk 1) (43)
Nk,Nk k=1 NkaNkk 1 ok 9
i 07 (34) M
1. NN, = 25, 44
Mo S kli[l kLVE (44)
st ] (Nka + 1) — 9B, (35) -
k=1 5 Define B, E0g N and B, % og N), as the number of
F(y,(:)) + =07 < qi, (36) magnitude and direction quantization bits respectively.
Y

M—1
.. . sin 0}, 3|t can be shown that any other division of the fotmp = aq;, and g, =
N> | 4An /sin | arctan W * (1 — a)qr with 0 < a < 1 only changes the bit allocations in Theorem 4
=)k

by a finite constant and therefore does not affect the asytiofi allocation

(37) results.
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wherek,,, is defined in Theorem 4. Moreover the total number
of quantization bits for usek is given by

. 3} 1 7
By =By + By = —B+Mlog 2 + (2M—1)log L. (50)
M 2 qk

As it is expected, if the users are homogenous in their
requested target parameters, pg.and; are the same for
all users, each user takes an equal sharelﬁ—pﬁ of the
total feedback rate. In the case of heterogenous users,eon th
other hand, a user with a higher QoS (lower target outage
probability) and a higher target downlink rate (higher &irg
SINR) uses a higher feedback rat.

The bit allocation laws in Theorem 4 are asymptotic results
in the feedback rat& — oo. In the following, in order to get
a sense of how high the feedback rate should be, we determine

a lower bound onB for which the target SINR valueg, are
in fact achievable with the target outage probabilitjgs
Theorem 5:Assume~y;, > 1 andg, < 1 and define

Fig. 3. Analytical magnitude and direction bit allocatioins(47) and (48)
vs. numerical bit allocations for three users with = 15dB, g1 = 0.02 and
Y2 =173 = 10dB andq2 = g3 = 0.05.

Theorem 4:Define o det /T
k= —-
. 1 M—-1 1 dk
Bave = _QB - log = — Ky (45) . . .
M M q For the target SINR’s;; to be satisfied with outage probabil-
. M—1 M-1_ 1 i : - A
Bave = — B = 1Og§ F Ry, (46) ities g, the following total feedback rat® is sufficient:
1 1
Ut B > —M?logd + (M?*~M)log = + M?log A +b, (51)
where k,,, ==L log 162 and g= ([T, ¢x)"/" is the ge- 2 q

. m(M—1 - .
ometric mean of the target outage probabilities. The oftimgere 5 and g are the geometric means of,’s and g¢;’s
values of B, and By, are given by respectively and

. . 7 _ Q
Bj, = Bave+ log % + log 4 (47) A= min 9’
v qk 1<k<M

2 2 Yk q _
By = Bave+ (M—1)log 5 +2(M—1)log —, (48) \where d is the geometric mean of;’s. The constanb in

(51) is defined a$=1M?2+3M?log M+M?k,,,, wherek,,,
where y= ([, v)"/" is the geometric mean of the targeis defined in Theorem 4.
SINR values. Proof: See Appendix E. ]
Proof: See Appendix D. m Several interesting results can be extracted from Theorem

Although the bit allocation laws in Theorem 4 are derived- First, we observe that for the QoS constraints to remain
with the simplifying assumption of equal magnitude anffasible, the system feedback link capacity should scaja-lo
direction outage probabilities in (40) and (41), the nuieeri fithmically with the geometric mean of the target SINR value
results, as shown in Fig. 3, verify that the analytical resuland the geometric mean of the inverse target outage prebabil
in (47) and (48) are close to the bit allocations derived H{jes. Second, if we compare the case of homogenous users
numerical minimization of (34). For the example in this figur With the case of heterogenous users, we see that heteragenou
the base-station has/ = 3 antennas and serves three useiS€rs impose an additional requiremevit; log A, on the total
with the target parameterg, = 15dB andg; = 0.02 for feedback rate. If we think 0f;’s as users’ QoS indicators,
the first user ¥ = 1) andy, = 10dB and g, = 0.05 for the variableA can be interpreted as a measure of discrepancy
the two other usersk(= 2,3). The user channels are i.i.d.2mong users’ QoS requirements. A higher QoS discrepancy
andhy, ~ N(0,1,), wherely; is the M x M identity matrix. requires a higher feedback bandwidth.

Also, the number of bits are rounded to the closest integerFinally, in order to study the performance of the limited-
numberé. feedback system as the feedback rate increases, we stebstitu

Corollary 1: For each usek, the optimal number of mag- the optimal magnitude and direction codebook sizes given by

nitude and direction quantization bits are related as fedto Theorem 4 into the average sum-power upper bound in (39).
The following theorem shows the scaling of the average sum

(49) power with the feedback ratB.
Theorem 6:For a limited-feedback system with a total
number of B feedback bits, we have

. . 1
B = (M=1)B+ (M=1)log 4 M,
k

4This is a popular approach in solving integer programmingbfems,
where the integer conditions are relaxed and the optimumhefrelaxed E [P ] <P (1 n Oy 2%)
MU MU,CsI ?

problem is rounded to the closed integer [40]. q 62)
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. o o Fig. 5. Bit allocationsB;, for three users withy; =2dB, v2=5dB, v3=8dB,
Fig. 4. SDP solution in (24) vs. the upper bound solution i) @r three  and ¢; =ga=¢3=0.1.

users with target SINR’s of; = 3dB and~z,v3 = 6dB.

whereP,,., is defined in (2)7 is the geometric mean of the USe of the upper bound solution as the optimization objectiv

taraet outage orobabilities. and in our high resolution analysis.
9 gep ' 2) Bit Allocations and Distortion ScalingFig. 3 in Section

16M m32(M — DT((M +1)/2) /M VI compares the numerical and analytical bit allocations fo
T = 7(M-1) < 16T (M /2) > M = 3 users V\_/ith different target parameters. Here we repeat
. the process with a different set of parameters and record the
Proof: See Appendix F. |

share of each usdB;, from the total number of feedback bits
B. The target parameters aye=2dB, v,=5dB, v3=8dB, and
D(B) = E[P,] — Pucs (53) 1=q2=q3=0.1. Channe_l models_ are similar to those used in
P s ’ Figs. 3 and 4 and the bit allocations are rounded to the dloses
integer numbers. As the figure verifies, users with highgetar
SINR’s receive larger shares of the total feedback rate.
Finally, we investigate the system performance scaling wit
the number of feedback bits for the same set of parameters
VII. N UMERICAL VALIDATION as in Fig. 5. For this purpose we use the average sum-
This section presents the numerical results that suppdrt grower upper boundE [P,] in (32) and the definition of the
verify the analytical results in the earlier sections. distortion measuré(B) in (53). Fig. 6 shows the distortion
1) Upper Bound Approximation for The SDP Problem imeasure as a function @ when numerical and analytical bit
(24). The codebook optimizations in Section VI are based allocations are utilized. As expected, the two bit allowasi
the sum-power upper bound solution in (27) as an approsihow close performances. The figure also shows the digtortio
mation of the solution to the SDP problem in (24). Here wepper bound in Theorem 6 for the purpose of comparison.
investigate the accuracy of this approximation by compmgrin
the two solutions forM = 3 users with target SINR’s of
Y1 = 3dB and’}/Q,’}/g = 6dB. . . .
To simplify the comparison, we assume perfect channelWe conclude this paper by comparing the asymptotic
magnitude information, i.e. the quantized magnitude e Magnitude-direction bit allocation law for the multi-ussys-
rx in (24) and (27) are equal to the exact channel magnitudé"‘s’.“ W|th_that of the smgle-uger system dlscu_ssed in [37]. Fo
For direction quantization we use Grassmannian codebodR§ Multi-user system and in the asymptotic regime where
from [41]. The same codebook size is used for all users. The — o0 the relation in (49) implies that the number of
sum power values are averaged oved channel realizations magnitude and direction quantization bits (for each usex) a
for which the SDP problem is feasible. The user channels 4flated as follows:
IId andh; NN(O,IM) . - BMU _ (M_l)BMU' (54)
Fig. 4 compares the two solutions as a function of the
direction quantization codebook siZé. As the figure shows, The subscript MU in (54) stands for multi-user. For single-
the two solutions converge d€ increase This justifies the user systems, on the other hand, we have the following bit
allocation law [37]:

If we define a quantization distortion measure as

Theorem 6 implies that the distortion measure scales ag
asB — oo.

VIIl. CONCLUDING REMARKS

5This can made rigorous by showing that & — oo and ¢, — 0, the
inequality in (25) is satisfied with an equality and thereftine upper bound - M—-1 .
solution is exact in the asymptotic high-resolution regime Bsu - Bsua (55)
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10° — . . Multi-User Single-User

-6~ Numerical minimization Direction Direction
—o— Analytical minimization Quantization Quantization
—8— Asymptotic upper bound Regions Regions

Distortion measure D(B)
=
o

Fig. 7. T,,,=27Tg,; single-user and multi-user direction quantization ragio
are shown as spherical caps on the unit hypersphere.

70 75 80 85 9 95 asymptotic magnitude-direction bit allocation in the cdexp

10"

Total number of quantization bits (B - - ,
otal mumber of quantization bits (5) space turns out to bB = 2(M — 1) B for the multi-user case

Fig. 6. Distortion measure with numerical and analyticalaiocations for andB = (M —1)B f(:)r the single-L_Jser case. Therefore, the
three users withy; =2dB, vo=>5dB, 73=8dB, andq; =g2=g3=0.1. complex-space quantization resolutions also satisfydtation
in (56).

with SU standing for single-user. If we define a relative
quantization resolution & = B/B, then we have
A. Proof of Theorem 1

Tw =2 Ty, (56) In order to prove the theorem, we use the following lemma:
which means that for the same number of magnitude quantizalemma 1:To ensure the feasibility of the power control
tion bits, the number of multi-user direction quantizathits Problem in (21), it is sufficient to have
is twice the number of single-user direction quantizatidse.b tan ¢y, _ 1
This is shown schematically in Fig. 7. As the figure implies, sind TN — 1A
in order to make a single-user channel quantization codeboo ) * LV = 1
applicable to the multi-user system, each direction qaatitin for all active users: € K. _ L
region in the single-user codebook should be further qredti Proof: The idea is to show that if the condition (58) holds,
with the same resolution as the whole unit hypersphere. the upper bound solution in (27) is a valid solution to the

As the final note we mention that the results in this paper @f@Wer control problem in (21). For this purpose, it suffices t
based on real channel space assumption mainly for the eas€W that)_, . c ax <1, wherea, is defined in (27).
geometric representation of the quantization regions aed t According to the condition (58), we have

APPENDIX

(58)

corresponding sum-power calculations in Section V. Howeve tan ¢ 1
the exact same approach introduced in this paper can be sin 0y, 1+ /(M — D

applied to complex space channels. The only main difference
is in using the upper bound in (16) for real Grassmannia-lr. en . .
codebooks. For complex Grassmannian codebooks we needitfx—¢r) _ sinfy 05, > S0k

- = —1>/(M—1)y.
use the following bound [16]: Sin o tangr % 7 tanon ( )(;z;)
sin ¢y, < 2]'\'7,;”;*”, (57) Therefore
. —1
By doing so, the rest of the analysis can be applied in a = (1 n sin® (0 — ¢k)) < 1 (60)
similar fashion to derive the bit allocation laws. In pautir, e sin? ¢y, M’
the C(_)debook optimization problem in (-43) translates to t%d Zkelc ay, < 1, since|k| < M. -
following problem for complex channels: The MQCS condition in (23) is equivalent to
M
: Tk o1, 2 Wll)) N sin #°
min —|1+N, + =N, -1 r k
Ny N, ; 02 < k 02 k 4\ N, < sin | arctan VOl . (61)
st ﬁ NN, = 28 Combining this with the inequality in (16), we have
k=1 . ) sin 65
By solving this problem, one can easily derive the bit alloca sin gy, < sin (amtan <1 + (M = 1)%)) ’ (62)
tion laws and the system performance scaling for the complex
space similar to the ones in Theorems 4 and 6. which leads to .
In particular, due to the difference between (16) and (57) tan ¢y < sin 6}, (63)

in the exponents of the direction codebook sizEs, the

14+ (M =1y



Now for all active users: € IC, we haved;, > 67, sinced;,
is the smallest acceptable angle between ésechannel and
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For the problem in hand, one can easily findandv, such
that the condition; A, + 1, A5 = 0 is satisfied; therefore, the

the subspace spanned by all other users’ channels. Corgbirgonstraint in (67) translates to the SDP constraints in.(24)

0, > 05, with (63) leads to
sin Gk

14+ /(M =1y

tan ¢ <

which according to Lemma 1 guarantees feasibility and there

fore completes the proof.

B. Proof of Theorem 2
Consider the definition of the uncertainty region

Sp={weRM|VF <l < VR Z(w,1) < 0}

As far as the constraint in (22) in concerned, the constraint
|[w| < /R is redundant since the infimum occurs on the

C. Proof of Theorem 3
From the definitions oy, and gy in (27), we have

A = ) T Sin.2 fk )
Yk Sin® ¢ + sin® (0 — ér)

o Vi /T

Be Yk sin? ¢y, + sin® (0 — (bk)'

For small values oy, < 1, it is easy to verify that

e sin? gy, = 87 + o(47),
sin? (0, — ¢r) = sin” 0y, — (sin 20;)dx + o(dr).

lower surface||w|| = /7 (see the process of deriving the aser a few manipulations, one can show that

upper bound solution in (25)).
Now define
P, [whvy|?
Ty = L
S B Iwlv|”+1
1#£k
T=A{wl||wl > r}, (65)
= {wllwh | > [[w]cosg}, (66)

where the condition in (66) is equivalent t6(w, ) < ¢.
With these definitions, the constraint in (22) is equivalent

T1 ﬁTQ C T(). (67)

Now, define scalars,, and symmetric matriced,,, forn =
0,1,2, as follows:

Ay = ZBVZVZ - —PkaVk
14k
A =-1
Ay = —— gl +1
cos? ¢ k
To=—1, mm=-r, 72=0.

With these definitions, the sefg, 71, 1> can be expressed as

sublevels of quadratic functions:

TnZ{W|WTAnW§Tn}, n=20,1,2.

ok = exridp + o(B7),

Zk = ep + fudr + o(dr),
i
and
Zkel{ ax/ Br
P, = = .
STy o ];C ex+ frprto(dr)

D. Proof of Theorem 4
By applying Lagrange multipliers method, we achieve

N, — = 70

FTA B (70)
. 1 4/\M Yk M—1

N, — . : 71
b A <M—1 (9;;)2> ’ (71)

where A is a Lagrange multiplier that should satisfy the
constraint]_[fc”:1 NN, = N. By solving for A we get

oM\ T
() () (i)
k=1

(72)
By substituting (72) in (70) and (71), and usifg = Fqx
as in (42), and further manipulation, the optimal quaniiat
resolutionsBy, = log N, and By, = log N, can be expressed

—1

We therefore can use the following theorem from [39] tas in (47) and (48).

replace the condition (67) with a SDP condition. This theore

is an important extension of what is known as S- procedureﬂ:n Proof of Theorem 5

the optimization literature [40].
Theorem 7:Let M > 3 and A,, € RM*M be symmetric
matrices forn = 0,1, 2 and assume

3 Vi,V € R s.t. I/1A1 + I/QAQ > 0.

Define the quadratic functiong,(w) = w’ A,,w. Then the
following two statements are equivalent:

L filw) <71, fo(w) <12 = folw) <7  (68)
Ag 2 ANAL + pAs
I 3A>0, u>0 st { o > Ay i (69)

For the target parameters to be feasible, the optimal direc-
tion codebook sized/, =25+ are required to satisfy the MQCS
conditions in (37). With the assumption gf < 1, we have
sinf;, ~ ; < 1 and the MQCS conditions simplify to the
following conditions:

M-—1
Ni > (4/\M (1+ NS )) .

In the following, we find a lower bound oB that guarantees
the conditions in (73).

(73)



For M > 2 and~; > 1, we have the following inequality:
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By further manipulating (80), we have

1+ /(M — 1)y < \/2M~. (74) E|[P,]
. .. . . . M _ 1—-L
To satisfy the conditions in (73), therefore, it is suffidiea 2Pucsi Vi o 1 M B
satisfy < Z - | + Mx {M 90} 7 27 Mz
) Ay M—1 k=1 "k
Ny > —\/2M . 75 M M 11
k> ( 02 ’Yk> (75)  ®) 2pycs ([Z 3 VS [ 7_,21 (g) o 2_M32>
. T °
By substitutingN;, from (71) in (75), we achieve Ale i k=1 "k
o 2p, l ~ Yk ( Mx _ B
1 0 Mu.CSI 1K 1+ Ao M 927wz
— > (M —1)2\/2M~. 76 o °
Therefore it is sufficient to have (<°) Pyyes (1 + %2—;2) ’ (81)
1 03,
> 3/2 7k ) ) )
A~ VoM vk (77 where in (b) we use the fact the geometric mean is smaller

By substituting the expression fay in (72) into (77), we
achieve the following constraints af = 25 for 1 < k < M:

2M—1
M

@)M

VK

wherey = ([T, )" andé° = ([], 63)"/™ and
A ps

C = (\/§M3/2)M2 (M 2 1>M(M_l) .

Since (78) is to be satisfied for all < k£ < M, we have
the following sufficient bound odv = 25:

N>C- (ﬁ-é" (78)

(1]

_2moa 02 M?
>C.(~.°6 ™M .
NzC <7 0 1?]5?3&4 \/_> 2l
(3]
=~ o Mz\}l /\/_ M
=C- (ﬁ -0 12}1€<I\[ N > . (79) Y
By substitutingd;, = %qx and 6° = 74¢ in (79) and taking

the logarithm of the both sides we achleve the lower bound i iR
(51), which completes the proof.

(6]
F. Proof of Theorem 6

By substituting the optimal values of;, and Ny given by (7]
(70) and (71) into the average sum-power upper bound in (32),

we have
2pMU,CSI - 7k r—1 4Am T g
E[PMU]<T 90 1+Nk + g° Nk (8]
k
2 M
_ 2Pues Z ( YA+ (M 1)A) [9]
=1
M
_ 2pMU,CSI l 4 M2A (10]
m = o
M o_ L [11]
@ 2Pwucs Tk 2 1 M B
= — —_— M 2 2
(3] (2)7 %)
[12]
(80)

wherey= ([[, 'yk)l/M and@°= (I, 9,‘;)1/M. For the equality
(a) we have used the expression (72) fowith N = 27 and
X = (AAar /(M — 1)) M0/

(23]

than arithmetic mean:

M
gl

0
k=1 K

Tk
0

Sve M
) 1
< —
- M
=1

B~

(

and in deriving (c), we use the definition &7, ., in (2) and
the fact that)° =

By substitutingd® = g
(52) and the proof is complete.

77 <1, sinceq is a probability measure.
in (81), we achieve the bound in
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