


PARAMETRIC MODELING (2) 

NOTES: 

Accuracy of model is of outmost importance. Inaccurate models result 
in errors in the estimated power spectral density 

Only the output process is available to analysis 
(Important difference from system identification) 

More realistic assumptions are made about data outside observed 
interval (i.e., data are not considered to be zero or periodic outside the 
observed interval). Windowing of the data is avoided 

Better performance than classical methods, especially for short 
data records 



PARAMETRIC MODELING (3) 

Random WSS ~rocesses 

white noise (0:) u observed data 

Linear difference equation: 
P Q 

x ( n ) =  - x a , . a ( n - k ) + z  b, .u(n-k),  ao=b,,=l 
k= 1 k=O 

Transfer function: 



PARAMETRIC MODELING (4) 

POWER SPECTRUM 

or, ( z  = ej2") 

ARMA (o,a): H ( f )  = 
B ( f )  pole-zero model 
A(f) ' 



PARAMETRIC MODELING (5) 

. AR (D): H ( f )  = 
1 Autoregressive (all pole) model 

A ( f )  ' 

. MA (a): HCf) = Blf), Moving average (all zero) model 



WORLD DECOMPOSITION THEOREM (1938) 

Any stationary (WSS) ARMA or AR process of finite variance can be 

represented by a unique MA model of generally infinite order. 

PARAMETRIC MODELING (6) 

Equivalently (Kolmogorov, 1941) 

Any ARMA or MA process can be represented by a unique AR model of 

Conclusion: Assuming the wrong model has been chosen, a high enough 

model can give reasonable approximations. 

generally infinite order. 

i.e., 

ARMA (p,q) = MA (-) 





PARAMETRIC MODELING (8) 

2) AR (4 + ARMA (P,@ 

- MA coefficients of ARMA (p,q) (repeat + for n=p+l ,...,p+q) 

(Easily solved by Levinson Recursion) 

- AR coefficients of ARMA (p,q) (from *, **) 







PARAMETRIC MODELING (11) 

Relation of ARMA parameters - Autocorrelation. 
P 4 

Let x ( n ) = - z a k . x ( n - k ) + x b k u ( n - k )  
k= 1 k=O 

1) By multiplying both sides by x *  (n  - m) and then taking expectation 

2) By assumming that {u(n)) is white noise (at )  and 

R X ( m )  = ~ { x ( n ) x * ( n - m ) }  

k= 1 1 k=m 

- a k R x ( m - k )  
k= 1 

- For m=q+ 1,. . . ,q+p -+ Modified Yule-Walker equations 
Rx(q)  . 

Rx(q+p-l)  . R,(q) . 
- Nonlinear relation for { 6,) , k=l,.. ., q 





PARAMETRIC MODELING (13) 

Relation of MA(a) parameters - Autocorrelation 
9 

Let x ( n ) = C b k . u ( n - k )  , (bk  = h k )  
k=O 

- Nonlinear (convolution) relation for (b,) , k=O,. . ., q 

- R,(m)=O 9 ( m  (>q 

P?@ with (24+1) autocorrelation lags 



PARAMETRIC MODELING (14) t* ( 4 )  

How do we choose a model ? 

- AR(p) suitable for spectra with 
sharp peaks (all pole-model) 

- MA(q): suitable for spectra with 
spectral nulls (all zero-model) 

- ARMA(p,q): suitable for spectra with 
both sharp peaks and spectral nulls 
(zero-pole model) 

Choose the model with fewest possible parameters (principle of parsimony) 



PARAMETRIC MODELING (15) 

Exam~le 
w(n): white noise o,' 

u(n) 
1 

D 

1 + a e - / z ~ f  + ,-/4'f 

w(n), y(n): uncorrelated 
white noise (q2) 

- AR(2) if 0: low (SNR high) 
- ARMA(2,2) if 0; high (SNR low) 

* Note that an ARMA(2,2) can be approximated by an AR(M), where 

M>>2. Thus due to the additive noise present in the data a higher 

order than the true model order is required. 



PARAMETRIC MODELING (16) 
I 

Exam~le  (cont') 
2 

1) Obtain R x (m) = F - ' [ P ? ( ~ )  + a,] = Ry(m)  +a;&(m) 
Let us 

2) Use R,(m) with Yule-Walker equations to obtain an AR(M) model 



PARAMETRIC MODELING (17) 

Let: x(n) = Acos(Znf8 + 9) . where 9-U(0,2n) 

Then: R x (m)  = - cos (2 x&m) 
2' 

R,(m) can be approximated by the autocorrelation function of an 

AR(2) model (process) with poles at e * j 2  xfo 

Thus: Given a harmonic process consisting of L sinusoids we must choose 

an AR(M) model of order M22L for adequate representation 



PARAMETRIC MODELING (181 

UNIOUENESS OF SOLUTION (1) 

2 B ( z )  B * ( l / z * )  Let: y ( f ) = a U  
A ( z ) A * ( l / z * )  

1)  If  zi is a root of B(z) or A(z) then l/zi* is a root of ~ * ( l / z * )  
or ~ * ( l / z * )  and vice versa 

2) If lz i lc l ,  then ll/z;l>l 
3) If a model has p poles and q zeros, then, there are 2(p+q) equivalent 

models with the same PSD 




























































