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University of Toronto 
Faculty of Applied Science and Engineering 

FINAL EXAMINATION 
ECE462H1S, Multimedia Systems 

April 24, 2023, 6:30 – 9:00 pm 
Instructor: D. Hatzinakos 

 Instructions: 

1. The exam counts for 50% of overall mark.
2. Please solve all problems. Do not show only final answers. You should demonstrate 

how the answer has been obtained by including intermediate results and explanations 
wherever needed.

3. All answers must be written only at the examination booklet.
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QUESTION 1. (10 points)  

Assume that  in an EZW based compression of a 4x4  image f(x,y),  the decoder receives the 
following information:   

2 level wavelet transform  
To=16  
Do=11000000  
So=1  
D1=10000011110000  
S1=010  
D2=11011111111101000011000000 
S2=1010110010   

Assuming that the following codes have been used 

Zerotree root  t 00 
Significant positive  p 11 
Significant negative n 01 
Isolated zero  z 10 

1. What is the reconstructed 3-pass wavelet transform?
2. What is the entropy of the dominant pass symbols? Design a Huffman code for the dominant
pass symbols. Will there be any benefits by using a variable length code instead of a fixed 
length code in transmitting the dominant pass symbols?    
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QUESTION 2 (10 points)   
Consider the  two video frames shown below.  

a) A first inspection of the frames  suggests that  due to the small motion between the two
frames, motion compensation may not be necessary  and that the difference between
the two frames (pixel by pixel) can be transmitted in place of the target frame.

b) Alternatively an exhaustive search is carried out for the indicated target macro block
(4x4), using SAD as the distance measure, to estimate the motion vectors. Then a 
predicted target frame is  calculated and the prediction error with the actual frame is 
obtained.   

Which one of the two approaches is better from a compression point of view? 
Calculate the relevant signals in both cases and indicate the amount of bits needed for each 
case.    
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QUESTION 3   (1.5  point each, total 30 points). 

1.A square matrix A is unitary. If X and Y are two N-dimensional vectors and Y=A X, show that Y
and X have the same energy. 

2. A video sequence is MPEG encoded as where the letter represents the type of frame and the
number  represents the location of the frame in the sequence. The GOP is  
I0B1P2B3B4P5B6B7P8I9. If the frame  P2 is damaged which of the other frames will be viewable 
and which ones will not  ? What happens if frame B6 is damaged?
3. What property of the human visual system justifies the choice of non-uniform quantization?

4. Given a binary signal with three times as many ones than zeros, what is the maximum lossless
compression that we can achieve? 

5. A black and white image has entropy equal to 1 bit. What can we conclude for the image?

6. Given the sequence 1,0.9,0.8,0.7,0.6,0.5,0.4,0.3,0.2,0.1 estimate the required autocorrelation
lags and then design a linear predictor (MSE optimum) of length 1. 

7. An engineer is told that a digital image must be compressed by a factor of 4. After carefully
examining the image the engineer decides to down-sample the image by deleting every-other row 
and column. Do you think this makes sense?  

8. What is the difference between B frames and P frames in video encoding?

9. What are different forms of redundancies used in signal compression?

10. Given the same rate (in bits/sample) use of vector quantization results in lower distortion than
when scalar quantization is used. Is this statement true or false? Provide some justification for your 
answer.  

11. A signal X has the following pdf f (x)

 f(x) 

 0.4 

 0.2 

-2           -1  0  1  2  x 
Explain why and under what conditions a uniform quantizer  may be sufficient for this signal.
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12. Given the sequence  31.5, 16.2, 5.6, 3.1, 1.1 and a quantizer round (x/q) where x is the signal
value and q is  a constant scale ( to be chosen arbitrarily), describe  a two level scalable-SNR 
process to obtain an average  MSE  of less than 0.01. 

13. Which compression scheme uses modified DCT? What is the benefit compared to classical
DCT? 

14. How many 3 minute long songs can be stored in  a 512 Mbyte MP3 player?

15. Mention two major advantages and two similarities between H.264 and MPEG-2 coders.

16. In an audio compression scheme we find at a particular frequency that the Mask to Noise ratio
MNR=0 dB. What does this imply in terms of allocated bits at that frequency? 

17. What makes MP3 a popular audio coder?

18. A coder uses oversampling in order to reduce quantization errors.  How many bits wll be saved
by using an oversampling of 64? 

19. Describe the difference between uniform and non-uniform quantization.

20. Compare an LPC -10 and a CELP speech encoders.




