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Abstract—In this paper, we propose an adaptive cyber-enabled parametric feedback linearization (PFL) control scheme for transient stability of smart grids. Based on feedback linearization control theory, the distributed PFL controller utilizes a distributed energy storage system to modify the dynamics of the power system during transients. We consider cyber attacks on data integrity and availability in the smart grid, and propose to adapt the PFL controller’s parameter to the cyber state of the smart grid. Specifically, the PFL control scheme adapts its aggressiveness parameter to the level of noise, communication latency, and data injection attacks. Further, depending on the severity of the physical disturbance, the controller adjusts the value of its parameter to speed up the stabilization process. The performance of the proposed control scheme is validated on the IEEE 68-bus test power system, where the adaptive PFL controller is shown to efficiently stabilize the power system during physical and cyber disturbances.
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I. INTRODUCTION

CYBER-PHYSICAL systems involve interacting networks of physical and computational components. Security of networked cyber-physical systems is of particular recent interest given the critical dependence of advanced societies on such systems (which include smart grid, autonomous transportation, and advanced healthcare) leading to concerns of safety and privacy. In this paper, we focus on smart grid systems and their operational security. It is well known that defense-in-depth security approaches involve the stages of prevention, detection and reaction. We focus on latter process of reaction providing opportunities to add resilience into cyber-physical system design. In particular, we argue that an effective approach to react to a cyber attack is to mitigate its impact on the physical system component. Since control lies at the cyber-physical boundary, it represents an effective component to deter the propagation of cyber attack impacts. Smart power systems are characterized, in part, by their high degree of cyber enablement and incorporation of alternative energy sources, which has facilitated advanced forms of operational control as well as the use of energy storage systems (ESSs). Control schemes that specifically utilize ESSs for system actuation provide opportunities to change power system dynamics to provide greater stability and resilience. As more sensors and communication networks are installed in the smart grid, the potential for distributed control schemes becomes more visible.

We consider the application of distributed control to transient stability problems. Transient stability is concerned with the ability of the power system to maintain synchronism when subjected to severe disturbance [1]; physical disturbances include loss of generators or transmission lines, faults, or switching attacks [2]–[4]. Transient stability is related to the ability of the synchronous generators to balance input mechanical torque with output electrical torque. If the torque difference persists to be nonzero, the generators experience angular swings leading to loss of synchronism. In this context, a distributed control scheme can aid the power system to regain transient stability after the onset of disturbances. The distributed control (by employing the associated communication network to receive frequent system measurement updates) can affect the dynamics of the power system via ESS actuation subsequently enabling the synchronous generators to achieve transient stability. New distributed control schemes have recently been proposed for stability applications [5]–[12]. Such approaches, however, are typically activated after the occurrence of a physical disruption and have been developed for “ideal” conditions.

A. Contributions

Distributed controllers face real environments where cyber attacks, noisy channels, and excessive communication latency are present. Cyber attacks that target data integrity and availability include false data injection (FDI) attacks against state estimation where an adversary introduces stealthy errors into specific measurements used for state estimation [13], denial of service (DoS) attacks against communication links where an adversary interrupts the operation of the cyber network to cause communication link failure and excessive delays and consequently results in preventing the timely exchange of information between the sensors, actuators, and control systems [14], and interference attacks against signals where an adversary jams communications links with undesired electromagnetic signals. Such attacks and issues can contribute to measurement distortions and
uncertainties that degrade the performance of distributed ESS-based control schemes.

Robust control implementations are traditionally used to contain the effects of measurement uncertainties; however, such designs are usually complicated and might not perform well for all operating points. For example, complex solutions for real-time delay-adaptive control appear in [15], [16], and excessive communication delay poses a challenge for wide-area damping control schemes [16]–[18]. Furthermore, the targeted nature of cyber attacks render some robust control approaches ineffective. Thus, in this work we propose a simple adaptive control scheme to address attacks on data integrity and availability by strengthening the results of [19], [20] on parametric feedback linearization (PFL) control. PFL control is a distributed paradigm that removes the nonlinearity in the system dynamics while enhancing the stability of the synchronous generators. Cyber attacks affect the quality of the received measurements at the controller; hence, we study of impact of measurement uncertainties on the eigenvalues and the steady-state values of the closed-loop power system. We propose to adapt the controller parameter to reflect the quality of the received measurement. The proposed control scheme is tractable, has simple design, and efficiently stabilizes the power grid under ideal conditions and during measurement uncertainties and attacks on data integrity and availability.

B. Comparative Study

In this work we build on the PFL controller proposed in [21]; we enhance the controller by making it more adaptive to measurements uncertainty. The PFL controller is designed in [21] to address physical disturbances; however, in this work we adapt the controller’s parameter \((\alpha_i)\) as a response to the cyber state of the smart grid. Further, we conduct in this work a detailed analysis of the system dynamics and we derive expressions for steady-state rotor speed values.

The work in [22] presents a control paradigm for frequency regulation in power system; in this work we consider the transient stability problem. Further, we propose to have control agents on the generator buses; however, all buses are controlled in [22]. A complete model that includes reactive power and voltage dynamics is used in this work; but [22] uses a lossless system model and does not include voltage dynamics or reactive powers.

A power system robustness framework is presented in [23] to incorporate different attack scenarios into the conventional security-constrained optimal power flow-based dispatch scheme; the model integrates generation operation cost in normal state, \(N - 1\) contingency risks caused by random failures, and the risks caused by deliberate attacks. It is argued in [23] that system defenders should minimize the worst consequences that can be caused by attackers. The proposed controller in this work complements the framework proposed in [23] by adapting the controller’s design parameter in order to mitigate the consequences of attacks.

The rest of this paper is organized as follows. The problem setting is presented in Section II. The proposed adaptive PFL control scheme is detailed in Sections III and IV. Sections V and VI investigate the performance of the adaptive control scheme using the IEEE 68-bus test power system followed by conclusions in Section VII.

II. ESS-BASED CONTROL

In this section we define the goals of this work. We introduce a multi-agent formulation for smart grids. We then overview the transient stability problem, and we include the cyber-enabled ESS-based distributed control paradigm.

A. Problem Formulation

In this work we propose an adaptive ESS-based control scheme to address attacks on data integrity and availability, and we focus on the recently-published PFL control for transient stability applications. The objectives of this work include:

1) developing a measure to quantify the levels of measurement uncertainty;
2) studying the impact of measurements uncertainties on the dynamics of the controlled system;
3) studying the relation between the PFL controller’s design parameter and measurements uncertainty levels;
4) proposing a piece-wise linear relationship for the design parameter depending on the corruption level; and
5) verifying the performance of the adaptive PFL control versus latency and noise levels.

B. Multi-Agent Representation

We model the smart grid as a multi-agent system comprised of \(N\) cyber-physical agents as depicted in Fig. 1. In this model, cyber-physical Agent \(i\) consists of a synchronous Generator \(i\), an associated sensor that provides local measurements of the generator rotor angle \(\delta_i\) and rotor speed \(\omega_i\), communication transceivers to connect different smart grid agents for the transmission of \(\delta_i\) and \(\omega_i\), a local fast-acting ESS (such as a flywheel), and a distributed control agent. The distributed controller processes sensor data from system agents (received locally at the agent generator and through the communication network) to calculate the control signal \(u_i\). The distributed controller affects the dynamics of the power system by utilizing the local ESS to inject or absorb real power at the \(i\)th generator bus depending on the value of the control signal \(u_i\).
As shown in Fig. 2, a control agent has a measurements module to acquire power system sensor readings, a system state module to estimate the generator rotor speed, rotor angle, and accelerating power, a communication module to transmit (receive) local state information to (from) other agents, and a control module that computes the control signal using system state variables, latency, noise levels, and other flags. In addition, an update module extracts the local generator’s rotor speed and angle values; this module also labels any corrupted measurement with the appropriate flags (e.g., noise, interference or FDI) and estimates latency values that are also added to the labels.

C. System Dynamics

Let $N$ denote the number of synchronous generators in the power system under consideration. The parameters for Generator $i$, $i \in \{1, \ldots, N\}$ are defined in Table I. The two-axis sub-transient machine model is widely used to describe the dynamics of synchronous generators during large disturbances.

In this model, the transient electrical dynamics of the stator of Generator $i$ are described as [24], [25]:

$$E'_{qi} = \frac{1}{T_{qi}} (-E_{qi} - (X_{di} - X'_{di})I_{di} + E'_{fi})$$

$$E'_{di} = \frac{1}{T_{di}} (-E_{di} + (X_{qi} - X'_{qi})I_{qi})$$

$$E'_{qi} = V_{qi} + R_{ai}I_{qi} + X'_{di}I_{di}$$

$$E'_{di} = V_{di} + R_{ai}I_{di} - X'_{qi}I_{qi}$$

where $E'_{qi}$ and $E'_{di}$ denote the time derivatives of $E_{qi}$ and $E_{di}$, respectively. In addition, let $\Omega_i$ denote the system frequency (typically equal to $60 \cdot 2\pi$ or $50 \cdot 2\pi$ depending the geographical location), and let $\delta_i$ and $\omega_i$ be the time derivatives of $\delta_i$ and $\omega_i$, respectively. The rotor dynamics of the synchronous generator can be expressed by [24]:

$$\dot{\delta}_i = \Omega_s (\omega_i - \omega_s)$$

$$\dot{\omega}_i = \frac{\Omega_s}{2H_i} (T_{Mi} - T_{Ei} - D_i (\omega_i - \omega_s)).$$

Equations (5) and (6) are typically referred to as the swing equation and collectively describe the electromechanical dynamics of the synchronous generator’s rotor and thus can be useful in studying the behavior of the generators when the power system is subjected to large disturbances. In this model, the field voltage of a generator is controlled by the excitation system, the mechanical torque is controlled by the speed governor, and the nonlinear electrical torque $T_{Ei}$ is calculated as [24]:

$$T_{Ei} = E'_{di}I_{di} + E'_{qi}I_{qi} + (X'_{di} - X_{qi})I_{di}I_{qi}.$$
thus, stability time is a performance metric that quantifies the time the controller takes to stabilize the synchronous generators in the power system.

D. Distributed Control Paradigm

The cyber network of the smart grid enables the design and implementation of new control schemes. In this paradigm, sensors can communicate their measurements to the distributed controllers through the communication network, and the distributed controllers can affect the dynamics of the power system by injecting or absorbing power from the grid through actuating the ESSs. An ESS has the ability to respond to load variations and control signals by injecting or absorbing power [27]. There are many types of ESSs, including mechanical, electrical, thermal, biological, and chemical systems. Popular ESS technologies include flywheels, pumped hydro, solid state, compressed air, and capacitor systems. As power systems transform into smarter grids, ESSs can help in maintaining system stability and reliability. We model the distribution of the ESSs in the power system by incorporating an ESS at each generator bus. The capacity of each ESS is determined as a percentage of the associated generator mechanical power. Let the output of the ESS at the bus of Generator $i$ be denoted $u_i$. Depending on the sign of $u_i$, the associated ESS absorbs or injects an amount of power equal to $|u_i|$. Thus, the swing equation of Generator $i$ at time $t$ becomes

$$\dot{\delta}_i(t) = \Omega_s (\omega_i(t) - \omega_s)$$

$$\dot{\omega}_i(t) = \frac{\omega_s}{2H_i} (P_{Ai}(t) - D_i(\omega_i(t) - \omega_s) + u_i(t))$$  \hspace{1cm} (9)

ESS-based control ($u_i$) affects the operation of the associated storage device to achieve transient stability; a positive (negative) $u_i$ value in (9) indicates that the ESS injects (absorbs) real power from the bus of Generator $i$.

Flywheels store energy in rotating mass. The stored kinetic energy depends on the flywheel moment of inertia and rotational speed [28]. The kinetic energy is transferred to/from the flywheel using an electrical machine that works as a motor/generator set. When the electrical machine acts as a motor, the electric energy supplied to the stator is converted to positive torque which will cause the flywheel rotor to rotate faster and store kinetic energy. In the generator mode, the kinetic energy stored in the rotor applies a negative torque to slow down the rotor and convert the kinetic energy into an electric energy that can be released. With the help of power electronics, a flywheel can serve connected loads at its power rating for few tens of seconds. Flywheels have longer lifetime and high degree of efficiency, which makes them suitable for short-term energy charge/discharge operations. The fast response time also makes flywheels useful for frequency regulation. With sufficient capacity, flywheels can be beneficial in enhancing the electric power quality [29].

Let $m_F$ be the mass of the flywheel, it has a radius $r_F$ and is rotating with an angular speed of $\omega_F$. Further, the polar moment of inertia of the flywheel is $J_F = m_F r_F^2$. Then, the stored energy in the flywheel (termed $E_F$) is described as

$$E_F = \frac{1}{2} m_F (r_F \omega_F)^2$$  \hspace{1cm} (10)

The kinetic energy in a flywheel rotating at a maximum angular speed of $\omega_{Fm}$ can be given by $\frac{1}{2} J_F \omega_{Fm}^2$. Let $T_F$ be the period of operation of the flywheel, $K_F$ denotes its torque conversion factor value, and $P_{Fm}$ is its maximum nominal power rating. The design of the rotor/stator system and field windings determines the value of $K_F$ [30]. Then,

$$T_F = \frac{1}{2} \frac{J_F}{P_{Fm} \omega_{Fm}^2}$$  \hspace{1cm} (11)

The rotation of the flywheel yields to a piece-wise defined function [31], and its discharging characteristic has constant spin and exponential reduction in speed regions as

$$\omega_F(t) = \begin{cases} \omega_{Fm} & t < T_F \\ \omega_{Fm} \cdot \exp (-\frac{K_F}{P_{Fm}}(t - T_F)) & t \geq T_F \end{cases}$$  \hspace{1cm} (12)

The power of the flywheel at the exponential region is the derivative of the stored kinetic energy with respect to time. Then, the flywheel discharge power is expressed as

$$P_F = \begin{cases} P_{Fm} & t < T_F \\ P_{Fm} \cdot \exp (-\frac{K_F}{P_{Fm}}(t - T_F)) & t \geq T_F \end{cases}$$  \hspace{1cm} (13)

As $T_F$ is in the order of few tens of seconds, the power fast power injection/absorption can appear instantaneous from the controller’s point of view.

III. IMPACT OF MEASUREMENT UNCERTAINTY

In this section we introduce the distributed PFL control scheme and study its performance in an ideal environment and in the presence of measurements uncertainties. We quantify the impact on the eigenvalues of the closed-loop system and on the steady-state values.

A. Feedback Linearization Control

The distributed PFL controller of [21] achieves transient stability after the onset of disturbances in smart grid systems. Let the capacity of the ESS of Agent $i$ at time $t$ be denoted $C_i(t)$. Then, to account for the capacity limits of the local storage device, $u_i$ is given by:

$$u_i(t) = \begin{cases} \frac{C_i(t)}{\alpha_i} \dot{u}_i(t) > C_i(t) \\ -C_i(t) \leq \dot{u}_i(t) \leq C_i(t) \\ -C_i(t) \dot{u}_i(t) < -C_i(t) \end{cases}$$  \hspace{1cm} (14)

where $\dot{u}_i$ is the preprocessed signal computed by the PFL controller to achieve transient stability. The controller changes the output of the corresponding ESS for Generator $i$ as [21]:

$$\dot{u}_i(t) = -P_{Ai}(t) - \alpha_i (\omega_i(t) - \omega_s)$$  \hspace{1cm} (15)

To shape the system dynamics as described in (9) and (14). Here, $\alpha_i = \beta D_i > 0$ is a measure of the agility of the PFL controller, whereby a higher value of $\alpha_i$ indicates a more aggressive controller. After applying the PFL control signal, the rotor dynamics
Once a disturbance is detected, the PFL controller receives periodic measurements of the different sensors in the smart grid. The controller utilizes (15) to calculate the control signal and it actuates the associated ESS accordingly. As a result, the rotor speeds of the different synchronous generators are driven back to around \( \omega_s \), and the rotor angles are stabilized.

Define \( \mathbf{x}_i = [\delta_i, \omega_i - \omega_s]^T \) as the state variable of Generator \( i \). Then, applying the PFL control reduces the resultant rotor dynamics of Generator \( i \) to a set of decoupled linear equations as follows:

\[
\dot{\mathbf{x}}_i(t) = \mathbf{A}_i \mathbf{x}_i(t) \tag{17}
\]

where

\[
\mathbf{A}_i = \begin{bmatrix}
0 & \Omega_s \\
0 & -\frac{\omega_s D_i}{2 H_i} (1 + \beta_i)
\end{bmatrix}. \tag{18}
\]

The eigenvalues of \( \mathbf{A}_i \) are 0 and \(-\frac{\omega_s D_i}{2 H_i} (1 + \beta_i)\) corresponding to the left-hand complex plane; hence, \( \lim_{t \to \infty} \omega_i(t) = \omega_s \) is achieved [32]. The zero eigenvalue indicates that there is no direct control over the rotor angle. However, (6) indicates that the fluctuations in rotor angle are stopped once the rotor speed is asymptotically stabilized. Under ideal conditions, the PFL controller reshapes the rotor dynamics of the closed-loop power system to resemble a series of stable decoupled linear systems with tunable eigenvalues. Thus, the PFL controller achieves transient stability.

In (17), the mechanical power is considered constant during the stabilization process (which is usually few seconds). This is justified as the reaction time of the speed governor is typically much slower than that of the PFL controller. Given the change in mechanical power is negligible during this short period, \( \dot{P}_{M_i} = 0 \) is used. The reader should note that the PFL controller complements and enhances the operation of existing power control schemes.

### B. Measurement Uncertainty

As a result of cyber disturbances on data integrity and availability, noise, interference, and communication latency, the measurements received by the control agent can be different from the actual physical values. Let the received measurements of \( \delta_i \), \( \omega_i \), and \( \dot{P}_{M_i} \) be denoted \( \hat{\delta}_i \), \( \hat{\omega}_i \), and \( \hat{\dot{P}}_{M_i} \), respectively, which are employed by the PFL controller to compute \( \omega_s(t) \). We model the relationship between these estimates and their original values as [19], [20]:

\[
\hat{\delta}_i(t) = \delta_i(t) + n_{\delta_i}(t) = (1 + e_{\delta_i}(t))\delta_i(t)
\]

\[
\hat{\dot{\omega}}_i(t) = \dot{\omega}_i(t) - \omega_s = (1 + e_{\omega_i}(t))(\omega_i(t) - \omega_s)
\]

\[
\hat{\dot{P}}_{M_i}(t) = \dot{P}_{M_i}(t) + n_{p_M}(t) = (1 + e_{p_M}(t))\dot{P}_{M_i}(t)
\]

where \( n_{\delta_i}(t) = e_{\delta_i}(t)\delta_i(t), n_{\omega_i}(t) = e_{\omega_i}(t)\omega_i(t) - \omega_s \), and \( n_{p_M}(t) = e_{p_M}(t)\dot{P}_{M_i}(t) \) are the additive uncertainties of the rotor angle, rotor speed, and accelerating power of Generator \( i \) at time \( t \), respectively, and are interrelated through (5) and (8).

We revisit (8) in order to explore the relation between the uncertainties in rotor angle and electrical power. We employ the standard DC power flow approximation in [33] to linearize the electrical power formula. This process of linearization is particularly applicable to power transmission systems, which is the focus of our study [34]. Starting from (8), the electrical power of Generator \( i \) can be approximated as

\[
P_{E_i}(t) = \left[ \sum_{k=1}^{N} |E_{ik}||E_k|B_{ik} \sin(\delta_i - \delta_k) \right]^{(a)} + \left[ \sum_{k=1}^{N} |E_{ik}||E_k|B_{ik} \delta_i - \delta_k \right]^{(b)}
\]

where \( (a) \) assumes that line resistances are negligible compared to the reactances in all Kron-reduced transmission lines; also, \( (b) \) assumes that rotor angle differences \( (\delta_i - \delta_k) \) are small between Generators \( i \) and \( k \), which leads to \( \sin(\delta_i - \delta_k) \approx \delta_i - \delta_k \). Instead of using \( \delta_i \) to calculate \( P_{E_i} \), assume that the controller applies \( \hat{\delta}_i \) from (19) due to measurement uncertainties. This leads to \( \hat{P}_{E_i} \) of the form

\[
\hat{P}_{E_i}(t) \approx \left[ \sum_{k=1}^{N} |E_{ik}||E_k|B_{ik}((1 + e_{\delta_i})\delta_i - (1 + e_{\delta_i})\delta_k) \right]^{(a)} + \left[ (1 + e_{\delta_i})\sum_{k=1}^{N} |E_{ik}||E_k|B_{ik}\delta_i - \delta_k \right]^{(b)} = (1 + e_{\delta_i})P_{E_i}
\]

where \( (a) \) is from (20) and \( (b) \) assumes different uncertainties in rotor angles are approximately equal. Consequently, the impact of rotor angle uncertainty on accelerating power can be approximated as \( \hat{P}_{E_i} = (1 + e_{\delta_i})P_{E_i} \).

### C. Closed-Loop System under Uncertainty

The signal-to-noise ratio (SNR) is a measure traditionally used to quantify the level of noise in a received measurement. In this work we extend this concept to include the effect of interference, communication latency, FDI, and other cyber attacks. From (19), the instantaneous SNR value of the rotor speed
measurement at time $t$ is:

$$\text{SNR}_{\omega_i}(t) = \frac{(\omega_i(t) - \omega_s)^2}{n_{\omega_i}(t)^2} = \frac{1}{e_{\omega_i}(t)^2}$$

where we used $n_{\omega_i}(t) = e_{\omega_i}(t)(\omega_i(t) - \omega_s)$ and simplified. Similar expressions can be found for the other two quantities ($\hat{\beta}_i$ and $P_{A_i}$). Given the uncertainty in the received measurement, the PFL control signal becomes $\hat{u}_i(t) = -P_{A_i}(t) - \alpha_i(\hat{\omega}_i(t) - \omega_s)$. Consequently, the measurement uncertainty modifies the swing equation of the closed-loop system to be:

$$x_i(t) = \hat{A}_i(t) x_i(t) + c_i(t)$$

where

$$\hat{A}_i(t) = \begin{bmatrix} 0 & \Omega_i \\ 0 & -D_i + \alpha_i(1 + e_{\omega_i}(t)) \end{bmatrix}$$

$$c_i(t) = \begin{bmatrix} 0 \\ -e_{\omega_i}(t)P_{A_i}(t) \end{bmatrix}.$$  

(D. Analysis of Measurement Uncertainty)

In the following we investigate the impact of measurement uncertainties on the eigenvalues of $\hat{A}_i(t)$ and quantify the steady-state behavior of the system-state variable due to the existence of the bias vector $c_i(t)$.

1) Eigenvalue Study: Inspection of (24) reveals that the eigenvalues of $\hat{A}_i(t)$ are 0 and $\frac{-\Omega_i}{2H_i/\omega_s}$ ($D_i + \alpha_i(1 + e_{\omega_i}(t))$). The nonzero eigenvalue has to be in the left-hand complex plane for the $i$th generator to stabilize during disturbances. This requires that $D_i + \alpha_i(1 + e_{\omega_i}(t)) > 0$, or:

$$e_{\omega_i}(t) > -\frac{D_i + \alpha_i}{\alpha_i} = -\frac{1 + \beta_i}{\beta_i}.$$  

When $e_{\omega_i}(t) > 0$, both $\hat{\omega}_i(t) - \omega_s$ and $\omega_i(t) - \omega_s$ have the same sign and $|\hat{\omega}_i(t) - \omega_s| > |\omega_i(t) - \omega_s|$. Hence, as a result of the measurement uncertainty, the PFL controller overcompensates for the speed deviation, but the generator is stable as $e_{\omega_i}(t) > 0 > -\frac{D_i + \alpha_i}{\alpha_i}$. On the other hand, for the case when $e_{\omega_i}(t) < 0$, the measurement and its estimate may have different signs, and that means the controller undercompensates the rotor speed difference. Consequently, we need to investigate the possibility that $e_{\omega_i}(t) \neq -\frac{D_i + \alpha_i}{\alpha_i}$ in order to guarantee generator stability.

Specifically, when $e_{\omega_i}(t) < 0$, we can deduce from (22) that $e_{\omega_i}(t) = \frac{1}{\sqrt{\text{SNR}_{\omega_i}(t)}}$. In order to keep the generators stable, we follow the results in (25) to find the required relation between the SNR values and the controller design parameter as:

$$\frac{-1}{\sqrt{\text{SNR}_{\omega_i}(t)}} > \frac{1 + \beta_i}{\beta_i}.$$  

Rearranging this expression leads to the following constraint:

$$\sqrt{\text{SNR}_{\omega_i}(t)} > \frac{\beta_i}{1 + \beta_i}.  \tag{26}$$

It is to be noted that $0 < \frac{\beta_i}{1 + \beta_i} < 1$. Thus, if the power in the “noise” component is limited compared to the original signal, the SNR is large and any value of $\beta_i$ (and correspondingly $\alpha_i$) works. However, to reduce stabilization time, a high value of $\beta_i$ would be preferred when the SNR is high. On the other hand, if the SNR value is low and less than 0 dB, the value of $\beta_i$ should be restricted in order not to move the nonzero eigenvalue to the right-hand complex plane. Consequently, the PFL control scheme should be less aggressive for low SNR values. From (26), this objective can be accomplished by limiting $\beta_i$ according to:

$$\beta_i < \frac{\sqrt{\text{SNR}_{\omega_i}(t)}}{1 - \text{SNR}_{\omega_i}(t)}.  \tag{27}$$

2) Steady-State Value: Another consequence of measurement uncertainties appears as a potential bias in the steady-state values of state variables. If we approximate the uncertainty in the accelerating power as a constant independent of the other two state variables, the steady-state value of the rotor speed, denoted $\omega_i^*$, can be found. In steady state, $\omega_i^* = 0$, thus $\omega_i^*$ can be extracted from (23) as

$$\frac{-D_i + \alpha_i(1 + e_{\omega_i}^*)}{2H_i/\omega_s} - \frac{e_{p_i}^*P_{A_i}^*}{2H_i/\omega_s} = 0$$

where $e_{p_i}^*$, $P_{A_i}^*$, $e_{\omega_i}^*$ are the steady-state values of the corresponding variables. Then, the steady-state rotor speed value is expressed as

$$\omega_i^* - \omega_s = -\frac{e_{p_i}^*P_{A_i}^*}{D_i + \alpha_i(1 + e_{\omega_i}^*)}.  \tag{29}$$

One objective of the PFL control scheme is to change the dynamics of the power system such that $\omega_i^* - \omega_s = 0$ is realized rapidly. However, this target might not be achieved due to measurement uncertainties as shown above. It is observed that a higher value of $\alpha_i$ reduces the effect of $e_{p_i}$, but it amplifies the effect of $e_{\omega_i}$.

(E. Observations)

It is apparent from (26) and (27) that to keep the generators stable, the value of $\beta_i$ (and correspondingly $\alpha_i$) can be varied in response to the level of uncertainty in the received measurements. Specifically, the value of the SNR decreases when the cyber system suffers from higher degrees of noise, interference, FDI infiltration, and communication latency. The smart grid system can be pushed toward stability during disturbances by decreasing the value of $\alpha_i$ when SNR decreases. In other words, when the PFL controller is less certain about the fidelity of the received measurements, the controller should become less aggressive. On the other hand, the results of (29) show that $\alpha_i$ has a mixed effect when it comes to reducing the error in the steady-state values. However, since $|P_{A_i}| > |\omega_i - \omega_s|$ in traditional faults, a higher value of $\alpha_i$ will help in pushing $\omega_i^* - \omega_s$ to 0 especially when SNR values are high. Further, for the low-SNR scenario, the requirements of low $\alpha_i$ for eigenvalue placement and high $\alpha_i$ for steady-state values should be satisfied. Consequently, a relatively moderate value of $\alpha_i$ can be utilized when the SNR is low.
IV. ADAPTIVE CONTROL PARADIGM

In this section we propose a simple cyber-adaptive PFL control scheme that takes into consideration the findings in (17), (26), and (29). In this work, measurement uncertainty represents the effect of attacks on data integrity, and (excessive) communication delay between the sensors and the controllers is used to capture the effect of cyber attacks on data availability. For tractability, the PFL controller reacts to cyber attacks on data integrity and availability by varying the value of its aggressiveness parameter.

A. Defense-in-Depth Approach to Security

Cyber attacks can lead to system malfunctioning, safety, or instability problems, financial losses for the system operators, or gains for the intruders. Dealing with cyber attacks on smart grids is different from the treatment of traditional sensor noise issues due to the targeted nature of these attacks. Traditionally, the first line of defense against attacks is intrusion detection and possible prevention. However, cyber-security studies in smart grids now focus on stealthy attacks that bypass these lines of defenses. Consequently, there is a shift from attack prevention into attack mitigation via control.

The cyber-physical disturbances can be addressed through a defense-in-depth paradigm where prevention, detection and reaction strategies for protection against attacks are simultaneously employed at various levels. Preventative approaches aim to obstruct the impact of a disturbance by making it impossible to be carried out or by immediately isolating the associated fault. Detection schemes are employed when prevention is unsuccessful in thwarting a disturbance; such strategies use system measurements and models for the identification of anomalies. A reaction approach uses strategies to recover from a disturbance and includes the design of control systems [35].

B. SNR Estimation

In this section we apply the method of moments to estimate the SNR of the received measurements. Let \( x(t) \) denote the transmitted sensor signal at time \( t \), \( y(t) \) is the received signal at the controller, \( n(t) \) is a zero-mean noise Gaussian signal measured at the controller side, and \( \mathbb{E}[\cdot] \) is the expectation operator. \( \mathbb{E}[x^2(t)] \), \( \mathbb{E}[y^2(t)] \) and \( \mathbb{E}[n^2(t)] \) represent the power of the transmitted, received, and noise signals, respectively. Let \( \mathbb{E}[x^2(t)] \) and \( \mathbb{E}[y^2(t)] \) denote the estimates to \( \mathbb{E}[x^2(t)] \) and \( \mathbb{E}[y^2(t)] \), respectively; \( \mathbb{E}[y^2(t)] \) is measured at the controller side by time-averaging the power of the received signal; \( x(t) \) is also assumed to be an ergodic signal, thus \( \mathbb{E}[x^2(t)] \) can be estimated from the typical properties of the sensor signal. Assume that \( \mathbb{E}[x(t)] = 0 \), which is valid for many signals, including the rotor relative speed \((\omega_r - \omega_c)\). Further, \( x(t) \) and \( n(t) \) are assumed to be independent signals (i.e., \( \mathbb{E}[x(t) \cdot n(t)] = \mathbb{E}[x(t)] \cdot \mathbb{E}[n(t)] \)), which is valid given that \( n(t) \) is a noise signal. The following cases are considered:

1) No FDI Attack: Consider the following model of the received signal

\[
y(t) = x(t) + n(t).
\]

Thus, \( \mathbb{E}[y(t)] = \mathbb{E}[x(t)] + \mathbb{E}[n(t)] = 0 \) and \( \mathbb{E}[y^2(t)] = \mathbb{E}[x^2(t)] + \mathbb{E}[n^2(t)] \). The actual SNR value is expressed as

\[
\text{SNR} = \frac{\mathbb{E}[x^2(t)]}{\mathbb{E}[n^2(t)]}. \quad (31)
\]

The noise power is estimated from \( \mathbb{E}[y^2(t)] - \mathbb{E}[x^2(t)] \). Hence, the estimated SNR value is calculated from \( \mathbb{E}[x^2(t)] / (\mathbb{E}[y^2(t)] - \mathbb{E}[x^2(t)]) \). Since \( \mathbb{E}[y^2(t)] \) is measured at the controller side and \( \mathbb{E}[x^2(t)] \) is known from the typical properties of the sensor signal, then SNR can be estimated for this case as shown above.

2) Additive FDI Attack: Let the additive FDI signal be denoted as \( f_a(t) \), then the received signal is expressed as \( y(t) = x(t) + n(t) + f_a(t) \). The attack signal is assumed to be independent of the transmitted signal \( x(t) \). Calculating the second moment of the received signal yields \( \mathbb{E}[y^2(t)] = \mathbb{E}[x^2(t)] + \mathbb{E}[n^2(t)] + \mathbb{E}[f_a^2(t)] \). This leads to an SNR value of

\[
\text{SNR} = \frac{\mathbb{E}[x^2(t)]}{\mathbb{E}[n^2(t)] + \mathbb{E}[f_a^2(t)]}. \quad (32)
\]

Noting that \( \mathbb{E}[n^2(t)] + \mathbb{E}[f_a^2(t)] = \mathbb{E}[y^2(t)] - \mathbb{E}[x^2(t)] \), the SNR is estimated as \( \mathbb{E}[x^2(t)] / (\mathbb{E}[y^2(t)] - \mathbb{E}[x^2(t)]) \).

3) Multiplicative FDI Attack: This is a case where the FDI attack amplifies the transmitted signal by a gain factor. Denote \( f_m(t) = c \cdot x(t) \) as the multiplicative FDI signal, then the received signal is \( y(t) = x(t) + n(t) + f_m(t) = (1 + c)x(t) + n(t) \). Thus, the SNR value is calculated from

\[
\text{SNR} = \frac{(1 + c)^2 \mathbb{E}[x^2(t)]}{\mathbb{E}[n^2(t)]}. \quad (33)
\]

To estimate the SNR value, we calculate the second and fourth central moments of \( y(t) \) as

\[
\begin{align*}
\mathbb{E}[y^2(t)] &= (1 + c)^2 \mathbb{E}[x^2(t)] + \mathbb{E}[n^2(t)] \\
\mathbb{E}[y^4(t)] &= (1 + c)^4 \mathbb{E}[x^4(t)] + \mathbb{E}[n^4(t)] \\
&\quad + 6(1 + c)^2 \mathbb{E}[x^2(t)] \mathbb{E}[n^2(t)] \quad (34)
\end{align*}
\]

where \( \mathbb{E}[n^4(t)] = 3\mathbb{E}[n^2(t)]^2 \) [36]. The second and fourth moments of \( y(t) \) can be estimated by time-averaging the received measurements power and fourth moments. Solving for \( \mathbb{E}[n^2(t)] \) and \((1 + c)^2 \) in (34) enables estimating the SNR value in (33). More information about the moment-based SNR estimation can be found in [37].

C. Design Parameter versus Measurement Uncertainty

As shown in (17) and (18), a higher value of the parameter \( \alpha_i \) makes the PFL controller more aggressive and it moves the non-zero eigenvalue deeper in the left-hand complex plane; thus, high \( \alpha_i \) speeds up the transient stability of the system generators (i.e., it reduces the stability time). However, higher values of \( \alpha_i \) require more control power as (15) shows. Consequently, when the cyber system has no disturbance issues, the PFL controller can be made as aggressive as possible as long as it satisfies...
the control power constraints. Further, when the PFL controller receives measurements with higher degrees of noise, FDI infiltration, interference, or communication latency, the controller can adapt its parameter according to the level of uncertainty in the measurements. The results in (27) emphasize the relationship between the uncertainty and $\alpha_i$, where the PFL controller becomes less aggressive and reduces the value of $\alpha_i$ when it faces lower-fidelity measurements. However, as the uncertainty about the accelerating power can be more pronounced compared to that of the rotor speed, the PFL controller can be made more aggressive with a higher value of $\alpha_i$ as observed in (29); thus, this leads to relatively moderate values of $\alpha_i$ in the low-SNR region.

Specifically, we start with a “potential” piece-wise linear relationship between $\alpha_i$ and SNR. When considering the SNR scale in dBs, the relationship between $\alpha_i$ and SNR can be approximated as a constant line for low SNR values. Furthermore, for the medium-SNR region, the value of $\alpha_i$ increases as a function of SNR, and it is approximated as a line with a positive slope. When SNR is high, the value of $\alpha_i$ can exceed the maximum allowed due to the constraints on control power; consequently, $\alpha_i$ can be set as the maximum allowed when the SNR value is high. Hence, the PFL control is proposed to adapt $\alpha_i$ against SNR according to:

$$
\alpha_i = \begin{cases} 
\alpha_u & \text{SNR} \geq \text{SNR}_{\text{max}} \\
\alpha_i + b_i \text{SNR}_i & \text{SNR}_{\text{min}} < \text{SNR} \leq \text{SNR}_{\text{max}} \\
\alpha_i & \text{SNR} < \text{SNR}_{\text{min}}
\end{cases}
$$

where $a_i, b_i, \text{SNR}_{\text{max}}, \text{SNR}_{\text{min}}$, and $\alpha_i < \alpha_u$ are specific to the power system, $\alpha_u$ depends on the control power constraint, and all SNR values are in dBs.

D. Design Parameter versus Measurement Latency

Communication latency between sensors and controllers is an aggregate result of processing and propagation delays in the communication network, and it can vary depending on the communication protocols, communication medium, and topology. Sensor sampling, quantization, and cryptographic delays can add to queuing delays to contribute to the overall latency. DoS attacks can also degrade communications links and cause excessive delays. Total latency is also affected by intermediate nodes (for example, data concentrators) between sensors and controllers. A phasor measurement unit (PMU) is a sensing device that can provide time-stamped periodic measurements at a high rate. Assuming all devices have GPS clocks, estimating latency between the sensors and the controller can be accomplished by observing the time when the measurement is received and the time-stamp when the measurement was created. This measure can give an estimate of the total delay between the sensors and the controllers.

Denote communication latency as $\tau$; then, following the recommendations of [19], [20], the PFL controller updates $\alpha_i$ as a function of $\tau$ as:

$$
\alpha_i(\tau) = \begin{cases} 
\alpha_u & \tau_1 \leq \tau_{\text{min}} \\
\alpha_i + b_i \tau & \tau_{\text{min}} < \tau_1 \leq \tau_{\text{max}}
\end{cases}
$$

where $a_i, b_i, \tau_{\text{min}},$ and $\tau_{\text{max}}$ are specific to the power system under study. However, if $\tau$ exceeds $\tau_{\text{max}}$ and the controller cannot efficiently stabilize the power grid, then it switches to a decentralized PFL control mode where it relies only on local measurements of the rotor speed; in this case, the local-mode control signal appears as $\hat{u}_i(t) = -\alpha_i(\omega_i(t) - \omega_u)$.

The PFL control is proposed to be adaptive to the cyber state of the smart grid in (35) and (36). However, to take the physical state of the smart grid into consideration, the PFL controller can adapt its design parameter according to the severity of the disturbance. Specifically, the controller can be made more aggressive by employing a higher value of $\alpha_i$ for longer physical disturbances or for delayed activation of the controller. When the power system is subjected to a longer disturbance, its dynamics move farther from the steady-state stable values. Accordingly, the smart grid system needs a more aggressive controller to bring it back to stability. Similarly, when the PFL controller is not activated immediately after the onset of the disturbance, the system dynamics change fast and move away from the stability margin. Consequently, given it is already activated late, a more aggressive PFL controller can stabilize the already-in-severe-state power system faster.

V. ANALYSIS OF THE CONTROLLER PARAMETER

In this section we quantify the design parameter of the adaptive PFL controller to enhance its performance against cyber attacks on data integrity and availability. The IEEE New York-New England 68-bus test power system (shown in Fig. 3) is used for numerical simulations in order to verify the control scheme. Six faults are considered on the test power system at Buses 24, 26, 30, 37, 38, and 66, where each fault lasts for 5 cycles (i.e., 83.3 ms). The PFL control is activated immediately following the disturbance, and every ESS in the system has a maximum capacity of 2.5% of the mechanical power of the corresponding generator.

A. Adaptive Control to Data Integrity Disturbances

Given $\alpha_i = \beta_i D_i$, as defined in (15), Fig. 4(a) illustrates the optimal values of $\beta_i$ that achieve the lowest stability time for any given SNR value. Consistent with the observations above, the general trend for the optimal $\beta_i$ is that it is relatively low for low SNR values and it increases when the SNR values increase.
SNR generally decreases as $\alpha < 60$ and latency. Observing the mean value $\beta_i$ is 32, the value of $\beta_i$ is calculated and fed to the nonlinear simulator period-versus latency for $\tau_i$ as the piece-wise linear relationship between $\beta_i$ and latency. In this case, the relation between the control design parameter and the measurement uncertainty is small. As the delay increases, the PFL controller adapts to increased values of communication latency, the SNR value becomes higher and the measurement quality, the SNR value becomes higher and the PFL controller becomes less aggressive in a linear fashion. If the latency exceeds the maximum limit, the PFL controller can switch to a local control mode that relies on local measurements of rotor speed as

$$\dot{\theta}_i(t) = -\alpha_i(\omega_i(t) - \omega_x).$$

Due to the missing accelerating power component, this mode of control usually takes longer time to stabilize the associated synchronous generator.

C. Adaptive Control to Integrity and Availability Disturbances

The case of simultaneous data integrity and availability attacks is considered in this section. Observing (37), the design parameter generally increases with increasing SNR values; further, the controller adapts to increased values of communication latency in (38) by decreasing the design parameter value. Consequently, to address simultaneous SNR and latency issues, the PFL controller implements the same approach (i.e., it increase $\beta_i$ for increasing SNR, or decreasing $\tau_i$). The controller can select the design parameter to be the minimum value of both separate cases. In other words, the PFL is proposed to vary $\beta_i$ as a function of SNR, and $\tau_i$ as

$$\beta_i(\text{SNR}_i, \tau_i) = \min(\beta_i(\text{SNR}_i), \beta_i(\tau_i))$$

where $\beta_i(\text{SNR}_i)$ and $\beta_i(\tau_i)$ are the piece-wise linear relationships defined in (37) and (38), respectively.

VI. NUMERICAL RESULTS

In this section we evaluate the performance of the adaptive PFL controller against SNR and communication latency using the IEEE 68-bus test power system. The design parameter ($\alpha_i$) is varied depending on the state of the cyber network as presented in Section V.

A. Simulation Environment

The test power system has 16 synchronous generators and 68 buses. The parameters of this power system are extracted from [38], and the simulation environment follows the guidelines in [24]; more details are found in [39]. Generators 14, 15, and 16 of the test power system represent equivalences of other interconnected power networks; thus, these generators along with Generator 13 (the slack-bus generator) have high inertia constants. Further, Generators 1 to 12 are equipped with fast excitation systems, and Generator 9 is equipped with a power system stabilizer. In addition, there are three double-circuit tie-lines connecting Buses 60–61, 53–54, and 27–53.

The test power system is simulated using Matlab and Simulink tools, and the two-axis sub-transient machine model is used. Fourth-order Runge-Kutta method is used to solve the differential equations in (1)–(6) along with other power control schemes. The system state is measured periodically and transmitted to the control agents. The value of the control design parameter is adapted depending on the cyber state. The control signal $u_i$ is calculated and fed to the nonlinear simulator periodically. For each simulation test, the stability time is calculated following the recommendations in [40].
B. Performance Versus Data Integrity Attacks

First, we investigate the performance of the PFL controller versus disturbances against data integrity of the cyber network, which can be translated into measurement uncertainties. The findings of (37) are used to adapt the value of $\beta_i$ given a specific SNR value. The values of $\omega_i - \omega_s$ for the first four generators are shown in Fig. 6 for sample SNR values. It is shown that as the SNR value increases, the relative rotor speed decays faster to zero, which is an indication of stability. Further, Fig. 7 displays the stability time and required control power for the six faults mentioned above. It is shown here that because the PFL controller adapts its design parameter, the controller effectively stabilizes the power system during a wide range of SNR values.

Next, we capture the performance of the proposed controller versus cyber attacks on data availability, which is represented in this work as communication latency. Thus, following the design recommendations for $\beta_i$ in (38), Fig. 9 shows the relative rotor speed for sample latency values, and it is observed that increasing the value of $\tau$ leads to longer times to stabilize the generators. Fig. 10 also illustrates the performance of the adaptive PFL controller versus latency ($\tau$). The controller efficiently stabilizes the power system generators, and both stability time...
and control power do not vary extensively over a wide range of $\tau$. It is observed that the PFL controller adapts well up to delays of 300 ms; as the latency far exceeds this threshold, the PFL controller switches to a local control mode.

For the sake of comparison, Fig. 11 shows the controller’s performance when $\alpha_L = 3.2 D_i$ is used for all values of latency. It is observed that the non-adaptive controller requires more control power and takes more time to stabilize the power system. Thus, by comparing Figs. 10 and 11, the advantage of the proposed adaptive control scheme is evident.

D. Discussion

As expected from the controller design, stability time is enhanced (i.e., becomes shorter) with increasing $\alpha_L$; this happens when the PFL controller receives high-fidelity measurements at the high-SNR and the low-latency regions as shown in (37) and (38), respectively. Further, as the controller becomes more aggressive, more control power is generally required to stabilize the power system. The PFL control scheme is proposed to be less aggressive when SNR is low or when communication latency is high; thus, the adaptive controller typically takes longer time to achieve stability. The above results demonstrate that the adaptive PFL controller can efficiently react to cyber attacks on the communication network that target data integrity and availability.

It is observed in Fig. 4 that the optimum value of $\beta_i$ increases with the increasing SNR. However, instead of adapting the controller to each specific fault, we propose to look at the average behavior of different faults and infer a useful pattern. The general approach (i.e., taking the average) works nicely with all faults as seen in Fig. 7 where stability time keeps going down with increasing SNR values. Exhausting all possible types of faults can fine tune the adaption equation in (37). A small dip is noted around SNR = 35 dB in Fig. 4(b); however, applying the piece-wise linear curve in (37) yields a smooth stability time as shown in Fig. 7(a). Similar observations can be drawn for the results of communication latency.

It is to be noted that total control power is usually a function of the aggressiveness of the controller, stability time, and location of the fault. We observe that as the PFL controller becomes more aggressive with increasing SNR values as described in (37), total control power generally increases as observed in Fig. 7(b). On the other hand, control power starts to slightly increase with increasing latency for the first 95 ms, which is when the design parameter is constant; however, with increasing values of latency, the PFL controller starts to become less aggressive as defined in (38), and so less control power is generally utilized. Finally, for higher values of latency ($\tau \geq 250$ ms), the controller takes longer times to stabilize the system generator and thus it requires more ESS power.

VII. Conclusion

In this work we consider a distributed control paradigm to aid in the security of cyber-physical smart grid systems. We focus on the problem of transient stability and propose a tractable cyber-enabled adaptive control scheme based on feedback linearization control. The distributed control scheme affects the dynamics of the power system through power injection and absorption via ESSs, and it is parameterized through an aggressiveness design parameter. We consider the problem of attacks on data integrity and availability in the cyber component of the smart grid. The cyber state includes information about the noise level, interference, false data injections, and communication latency. The distributed controller is proposed to adapt its design parameter as a function of the cyber state of the smart grid and also depending on the severity of the physical disturbance.

The adaptive controller is proposed to be aggressive in stabilizing the power system when it receives high-fidelity measurements and when communication delay is low. However, when the measurements are highly-corrupted or when the latency is excessive, the control scheme becomes less aggressive. The numerical results, simulated on the IEEE 68-bus test power system, demonstrate that the proposed adaptive control scheme is efficient, yet simple, in stabilizing the power system during cyber and physical disturbances.
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