The goal of image restoration is to reconstruct the original scene from a degraded observation. This recovery process is critical to many image processing applications. Although classical linear image restoration has been thoroughly studied [1, 2], the more difficult problem of blind image restoration has numerous research possibilities.

Our objective in this article is to introduce the problem of blind deconvolution for images, provide an overview of the basic principles and methodologies behind the existing algorithms, and examine the current trends and the potential of this difficult signal processing problem. A broad review of blind deconvolution methods for images is given to portray the experience of the authors and of the many other researchers in this area. We first introduce the blind deconvolution problem for general signal processing applications. The specific challenges encountered in image related restoration applications are explained. Analytic descriptions of the structure of the major blind deconvolution approaches for images then follows. The application areas, convergence properties, complexity, and other implementation issues are addressed for each approach. We then discuss the strengths and limitations of various approaches based on theoretical expectations and computer simulations.

Blind image restoration is the process of estimating both the true image and the blur from the degraded image characteristics, using partial information about the imaging system. In classical linear image restoration, the blurring function is given, and the degradation process is inverted using one of the many known restoration algorithms. The various approaches that have appeared in the literature depend upon the particular degradation and image models [1,2].
In many imaging applications, an observed image \( g(x, y) \), neglecting additive noise, can be estimated to be the two-dimensional convolution of the true image \( f(x, y) \) with a linear shift-invariant blur, also known as the point-spread function (PSF), \( h(x, y) \). That is,

\[
g(x, y) = f(x, y) \ast h(x, y) = \sum_{(n,m)} f(n,m) h(x-n, y-m),
\]

where \( \ast \) denotes the two-dimensional linear convolution operator, and \( Z \) is the set of integer numbers. The problem of recovering the true image \( f(x, y) \) requires the deconvolution of the PSF \( h(x, y) \) from the degraded image \( g(x, y) \).

Deconvolution is performed for image restoration in many applications such as astronomical speckle imaging [3], remote sensing [4], and medical imaging [5-8], among others. In most situations, the PSF \( h(x, y) \) is assumed to be known explicitly prior to the deconvolution procedure. This problem is known as the classical linear image restoration problem. The long list of deconvolution methods for this situation includes a variety of well known techniques, such as inverse filtering, Wiener filtering, least-squares (LS) filtering, recursive Kalman filtering, and constrained iterative deconvolution methods [1, 9-12].

Unfortunately, in many practical situations, the blur is often unknown, and little information is available about the true image. Therefore, the true image \( f(x, y) \) must be identified directly from \( g(x, y) \) by using partial or no information about the blurring process and the true image. Such an estimation problem, assuming the linear degradation model of Eq. 1, is called blind deconvolution. Experience shows that in practice some information is needed to successfully restore the image.

There are several motivating factors behind the use of blind deconvolution for image processing applications. In practice, it is often costly, dangerous, or physically impossible to obtain a priori information about the imaged scene. For example, in applications like remote sensing and astronomy, it is difficult to statistically model the original image or even know specific information about scenes never imaged before [3-4]. In addition, the degradation from blurring cannot be accurately specified. In aerial imaging and astronomy, the blurring cannot be accurately modeled as a random process, since fluctuations in the PSF are difficult to characterize [13].

In real-time image processing, such as medical video-conferencing, the parameters of the PSF cannot be pre-determined to instantly deblur images [14]. Moreover, on-line identification techniques used to estimate the degradation may result in significant error, which can create artefacts in the restored image [15].

In other applications, the physical requirements for improved image quality are unrealizable. For instance, in space exploration, the physical weight of a high resolution camera exceeds practical constraints. Similarly, in x-ray imaging, improved image quality occurs with increased incident x-ray beam intensity, which is hazardous to a patient’s health [5]. Thus, blurring is unavoidable. In such situations, the hardware available to measure the PSF of an imaging system is often difficult to use. Although these methods work well to identify the PSF, they are esoteric, which limits their wide use [8, 13]. Blind deconvolution is a viable alternative for improving image quality without requiring complicated calibration methods.

Finally, for applications such as astronomy, adaptive-optics systems may be used to compensate for blurring degradations, although the high cost of these systems makes imaging impractical for some observational facilities. Use of less expensive, partially compensating systems may result in phase errors. In either situation, post-processing such as blind deconvolution is required for improved image quality [16-17].

It is clear that classical image restoration methods that assume a known PSF are not suitable for many real image processing situations. In these cases, an algorithmic approach to combined blur identification and image restoration is required. In this sense, blind deconvolution is a practical method for image restoration. Indeed, existing research in the area [8, 13, 15, 18-51], has shown its worth.

Problem Formulation

The general blind deconvolution problem refers to the task of separating two convolved signals, \( f \) and \( h \), when both the signals are either unknown or partially known. This important problem occurs in many applications in addition to image restoration, such as seismic data analysis, blind equalization of communication channels, transmission monitoring, and echo cancellation in wireless telephony [18, 52-53]. The basic approach for all cases involves using the partial information available about the scheme as a reference to deconvolve the received signal components. The partial information can be in the form of physical properties of the true signal, such as finite support and nonnegativity found in image processing, or it can be in the form of statistical information such as entropy used for seismic data analysis, or the probability density function (pdf) of the true signal used for equalization of communication channels. In most blind deconvolution techniques, the partial information is incorpo-
rated into an optimality criterion, which is minimized (or maximized) to find estimates of the components (or their inverses). Figure 1 depicts the general blind deconvolution scenario.

There are some important characteristics of the problem of blind deconvolution for images. These include:

1. The true image and PSF must be irreducible for an unambiguous deconvolution. An irreducible signal is one which cannot be exactly expressed as the convolution of two or more component signals, on the understanding that the two-dimensional delta function is not a component signal. This is an important property of the system because if either the true image or the PSF are reducible then the solution to the problem is ambiguous. For example, if \( h(x, y) \) and \( f(x, y) \) are reducible and \( h(x, y) = h_1(x, y) * h_2(x, y) \) and \( f(x, y) = f_1(x, y) * f_2(x, y) \), then

\[
g(x, y) = f_1(x, y) * f_2(x, y) * h_1(x, y) * h_2(x, y)
\]

(2)

There are four components to \( g(x, y) \); ambiguity occurs for image restoration in deciding which component(s) belong to the true image and to the PSF.

2. In classical linear image restoration, the goal is to obtain an estimate as close as possible to the true image. Ideally, \( \hat{f}(x, y) = f(x, y) \), where \( \hat{f}(x, y) \) is the image estimate from the restoration procedure. However, in blind image restoration, the goal is to obtain a scaled, shifted version of the original image. That is,

\[
\hat{f}(x, y) = Kf(x - D_x, y - D_y)
\]

(3)

where \( \hat{f}(x, y) \) is the estimate of the image from the blind deconvolution procedure, and \( K, D_x, \) and \( D_y \) are arbitrary real constants. \( K, D_x, \) and \( D_y \) cannot be recovered by blind deconvolution algorithms in general [19]. After blind deconvolution is performed, however, the gain and shifting can be recovered by using additional constraints, such as information that the mean value of the image is preserved (i.e., \( \sum_{x,y} h(x, y) = 1 \)), or information about the location of the support of the image.

3. In many practical image processing applications, the following linear model can accurately represent the degradation of the true image.

\[
g(x, y) = f(x, y) * h(x, y) + n(x, y)
\]

(4)

where \( g(x, y) \) is the degraded image, \( f(x, y) \) is the true image, \( h(x, y) \) is the PSF, and \( n(x, y) \) represents the additive noise. The noise term is important because in practical imaging situations, additive noise is not negligible. Common types of noise are 1) electronic noise, resulting from the thermal motion of electrons in the electronic components of the imaging system, 2) photoelectric noise, due to the statistical nature of light and photoelectric conversion process in the image sensor, 3) film grain noise, from the randomness of silver halide grains in the film used for recording, and 4) quantization noise, which occurs during image digitization. Figure 2 provides an overview of the linear degradation model for images. The problem of blind image restoration, for situations in which additive noise is present, closely follows the blind deconvolution problem described for the noiseless case.

In addition to the above considerations, some practical constraints for image processing applications include:

- The image restoration problem is, in general, ill-conditioned; a small perturbation of the given data produce large deviations in the resulting solution [54, 55]. Since the process of deconvolution attempts to restore the image by some method of inversion of the PSF, the problem is often ill-conditioned owing to the existence of the additive noise. The direct inverse of the blur transfer function usually has a large magnitude at high frequencies, so excessive amplification of the noise results at these frequencies.

- Exact deconvolution is impossible as a result of the presence of additive noise in the imaging system. Only statistical information about the noise may be available, therefore, subtraction of the noise \( n(x, y) \) from the degraded image \( g(x, y) \) is impossible. In addition, the additive noise makes \( g(x, y) \), in general, irreducible. Thus, only an approximate deconvolution can be performed [19].

- The solution may not be unique. Since only partial information about the imaging process is used to formulate an optimality criterion, many different estimates of the true image and PSF may lead to an optimal solution. An appropriate solution may be chosen through proper initialization.
of the algorithm or by making additional assumptions on the imaging system [52].

- There exists a poor compromise among computational complexity, convergence properties, and portability of the algorithm for the existing blind deconvolution methods. The relative importance of each of the above factors depends on the particular imaging application. For example, in real-time image restoration, reducing computational complexity and convergence speed is of the utmost importance, but for medical imaging applications, the reliability of the solution is the primary consideration. The challenge is to design a method that exhibits the most appropriate compromise among computation complexity, reliability, and portability for a given application [42].

Existing Approaches

There are two main approaches to blind deconvolution of images:

1. Identifying the PSF separately from the true image, in order to use it later with one of the known classical image restoration methods. Estimating the PSF and the true image are disjoint procedures. This approach leads to computationally simple algorithms.

2. Incorporating the identification procedure with the restoration algorithm. This merge involves simultaneously estimating the PSF and the true image, which leads to the development of more complex algorithms.

A possible classification of the existing blind deconvolution methods for images is depicted in Figure 3. A priori blur identification techniques fall under the first approach, and the remaining classes of methods fall under the second. This section describes each class of algorithms, discusses their strengths and limitations, and highlights potential application areas.

Zero Sheet Separation

The method of zero sheets has received attention because it provides valuable insight into the blind deconvolution problem in multiple dimensions. Lane and Bates [19] have shown that any degraded image, formed by convolving several individual components $f_1, f_2, \ldots, f_p$, having compact support, is automatically deconvolvable provided its dimension is greater than one. Their argument rests on the analytic properties of the Z-Transform (ZT) in multiple dimensions. The zeros of the ZT of a $K$-dimensional component $f_j$ is almost always continuous and lies on a $(2K-2)$-dimensional hypersurface. The zero sheets can vary rarely possess singularities; the relevant details are provided in [63]. By separating these hypersurfaces, we can recognize the individual components up to a complex scale factor.

The following assumptions are made about the imaging system [19]:

- There is no additive noise present in the imaging system.
  That is,
  \[ g(x, y) = f(x, y) * h(x, y) \]

- The true image $f(x, y)$ and the PSF $h(x, y)$ have finite support.

- $f(x, y)$ and $h(x, y)$ are irreducible. From the analytic properties of the ZT for a signal of dimension greater than one, this implies that the ZT of each $f(x, y)$ and $h(x, y)$ is zero on a single continuous surface, which is called a zero sheet [19].

- The zero sheets of $f(x, y)$ and $h(x, y)$ are distinct in the sense that they can intersect only at discrete points in the 4-dimensional space (assuming that we are dealing with two-dimensional signals).

Based on the assumptions stated above, Lane and Bates have shown that blind deconvolution of a single multidimensional image is possible. There is no need to invoke either a reference image or a sequence of differently blurred images. The lack of the fundamental theorem of algebra for polynomials of order greater than one indicates that multidimensional polynomials are not generally factorizable. In the case of the convolution of two components, $g(x, y) = f(x, y) * h(x, y)$, the following relation holds:

\[ G(z_1, z_2) = F(z_1, z_2)H(z_1, z_2) \]  

(5)

where capital letters represent the ZT's of their lower-case counterparts. Since Eq. 5 shows that the polynomial $G(z_1, z_2)$ is factorizable, the blind deconvolution problem in two-dimensions is equivalent to factoring the two-dimensional polynomial $G(z_1, z_2)$. The factors will represent $F(z_1, z_2)$ and $H(z_1, z_2)$ scaled by an arbitrary complex constant. In the image space domain, this translates to determining $f(x, y)$ and $h(x, y)$ up to a scale factor and shift, which is the goal of the blind deconvolution of images. The main steps of this technique for a two-dimensional image are outlined in Table 1. "ZT factor" denotes any scaled version of either $F(z_1, z_2)$ or $H(z_1, z_2)$, and "FT factor" denotes a ZT factor evaluated only on the unit circles.

The zero sheet separation technique is helpful in providing insight into the blind deconvolution problem. Based on the concept of zero sheets, it has been shown that image processing in three or more dimen-
sions is an over-determined problem if the image or the Fourier amplitude is measured at the Nyquist rate [21]. The zero sheet method may also be used to simultaneously deconvolve more than two components, and can determine the number of irreducible signals a given signal is composed of. Although the concept of zero sheets is helpful conceptually, there exist many practical drawbacks to this approach of blind deconvolution. Basically, the algorithm is highly sensitive to noise, the fastest algorithm to date [20] has a computational complexity of O(N^4), where N is the number of pixels of the blurred image, and the algorithm is prone to numerical inaccuracy for large data sizes. In the next section we introduce a class of more practical blind deconvolution methods with considerably fewer computational requirements.

A Priori Blur Identification Methods

The General Approach

A priori blur identification methods perform blind deconvolution by identifying the PSF prior to restoration. This general class of techniques makes assumptions on the characteristics of the PSF such as symmetry, and availability of a known parametric form of the blur. Popular parametric models include PSFs resulting from linear camera motion or an out-of-focus lens system. Based on these assumptions, an attempt is made to completely characterize the PSF using special features of the true/blurred image. These features may include a point source against a uniform background found in applications such as astronomical speckle imaging [3], edges common in non-destructive industrial x-ray imaging [22], and frequency domain nulls found in situations in which the blurring results from camera misfocus and linear motion, among others [23-26]. Once the PSF has been completely identified, one of the classical restoration techniques is used to estimate the true image.

A priori blur identification techniques are the simplest class of blind deconvolution methods to implement and have low computational requirements. They are applicable to situations in which the true image is known to possess special features, and/or when the PSF is known to be of a special parametric form. For more general situations or when less information is available other deconvolution algorithms must be used.

Many methods of this class use specific features about the true image, such as point sources or edges, to estimate the PSF. We will concentrate on the most popular methods of this class that use the frequency domain nulls of the degraded image to perform blind deconvolution [23-24]. The following section provides an overview of this approach.

Blur Identification Based on the Frequency Domain Zeros

The following degradation model, which neglects noise, i.e.,

\[ g(x, y) = f(x, y) \ast h(x, y), \quad x, y \in \mathbb{Z} \]

is assumed for the imaging system. Taking the discrete Fourier transform of each side results in the following frequency domain relationship, in which capital letters denote the discrete Fourier transform of their lowercase counterparts:

\[ G(u, v) = F(u, v)H(u, v), \quad u, v \in \mathbb{R} \]

From Eq. 6, one sees that the zeros of \( G(u, v) \) are collectively the zeros of \( F(u, v) \) and \( H(u, v) \).

It is assumed that the PSF is of a known parametric form and that given its frequency domain zeros (i.e., the zeros of \( H(u, v) \), the associated parameter value(s) can be uniquely determined. The following PSFs, commonly encountered in practice, are completely characterized by their frequency domain zeros [23]:

1. Horizontal camera motion blur of length 2d:

\[ h(x, y) = \begin{cases} 1 & \text{if } y = 0, -d \leq x \leq d \\ 0 & \text{otherwise} \end{cases} \]

Table 1: Summary of the Zero Sheet Separation Algorithm

<table>
<thead>
<tr>
<th>I) Polynomial Root Association and Grouping</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. ( z_1 = z_2 = \cdots = z_{r_1} ) set (( z_0 = 1 ) is usually chosen). The roots of the resulting polynomial in ( z_0 ) are computed with a standard root solver. The roots are denoted by ( Z_j(z_0) ), ( j = 1, 2, \ldots, N_r ), where ( N_r ) is the total number of roots.</td>
</tr>
<tr>
<td>2. The roots are divided into two groups, ( S_1 ) and ( S_2 ), which each contain roots belonging to the same ZT factor. ( Z_j(z_0) ) is assigned to ( S_j ).</td>
</tr>
<tr>
<td>a. For each pair of roots ( Z_j(z_0) ) and ( Z_k(z_0) ) for ( j \neq k ), the complex variable ( z_1 ) is moved along a mathematically derived path that causes ( Z_j(z_0) ) and ( Z_k(z_0) ) to merge at common points.</td>
</tr>
<tr>
<td>b. At the point where the root pairs merge, a test of analyticity is performed to determine whether or not the roots belong to the same FT factor. They are grouped into ( S_1 ) and ( S_2 ) accordingly.</td>
</tr>
</tbody>
</table>

II) Root Tracking and FT Factor Generation

1. The location of the roots in \( S_1 \) and \( S_2 \) are tracked as \( z_1 \) is sequentially moved to discrete points on the unit circle.

2. At each point on the unit circle, a column of each FT factor matrix is generated.

III) I and II are repeated switching the roles of \( z_1 \) and \( z_2 \).

IV) FT Factor Matrix Equalization and Deconvolution

1. The resulting two FT factor matrices are scaled and merged.

2. The image estimate \( \hat{f}(x, y) \) and the PSF estimate \( \hat{h}(x, y) \) are generated by taking the inverse fast-Fourier transform (FFT) of the FT factor matrices.
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Table 2: Summary of a priori blur identification
techniques making use of frequency domain zeros

| I | The image is partitioned into smaller (possibly overlapping) frames, each of which is large enough to contain the PSF. Each subsection is windowed to reduce edge effects. The following model, after windowing, holds approximately:
|   | \( g(x,y) = f(x,y) * h(x,y) + n(x,y) \), \( i = 1, 2, ..., N_p \) \( (1) \)  
|   | where \( N_p \) is the total number of partitioned subsections. The presence of additive noise is included in the model.  
| II | The frequency domain nulls of \( h(x,y) \) are identified.  
|   | 1. The power spectrum of each subsection \( g(x,y) \), denoted as  
|   | \( \Phi_g(u,v) = |F\{ g(x,y) \}|^2 \) \( (2) \)  
|   | \( = \Phi_f(u,v)H(u,v)^2 + \Phi_n(u,v) \) \( i = 1, 2, ..., N_p \) \( (3) \)  
|   | is calculated using the method proposed by Welch. \( \Phi_f(u,v) \) and \( \Phi_n(u,v) \) are the power spectra of \( f(x,y) \), and \( n(x,y) \), respectively, and \( F\{ \cdot \} \) represents the fast Fourier Transform (FFT) operator.  
|   | 2. The average of the power spectra is calculated.  
|   | \( \Phi_g(u,v) = \sum_i \Phi_g(u,v) \) \( (4) \)  
|   | This averaged quantity retains the flavor of \( H(u,v) \), since it is present in each of the averaged subsections. The contribution of \( f(x,y) \) and \( n(x,y) \), on the other hand, will vary from section to section, resulting in a much smaller contribution to the average. The “small” values of \( \Phi_g(u,v) \) will correspond strongly to the zeros of \( H(u,v) \).  
|   | 3. The power spectrum defined as  
|   | \( \epsilon_g(p,q) = \Phi_g(u,v) \) \( (5) \)  
|   | is calculated. Periodic dips in the amplitude of \( \Phi_g(u,v) \) lead to large negative spikes in \( \epsilon_g(p,q) \). For example, in linear motion, the PSF dips are periodic and \( 1/d \)-apart. This results in a negative spike in \( \epsilon_g(p,q) \) a distance \( d \) from the origin. The angle of the spikes denotes the direction of the motion blur. The circular symmetry of the out-of-focus PSF results in rings of spikes in the cepstrum, which reflect the approximately radially periodic nature of its frequency domain zeros.  
| III | Using the location of the spikes of the quantity \( \epsilon_g(p,q) \), the type of blur (out-of-focus or linear camera motion) is identified, and the corresponding parameter value is estimated using visual inspection or a threshold procedure.  
| IV | The true image is deconvolved using the estimated PSF with one of the classical linear image restoration methods.

This type of PSF has frequency domain zeros on lines perpendicular to the direction of the blur which are spaced at intervals of \( 1/d \).

2. Defocused lens system with a circular aperture:

\[
h(x,y) = \begin{cases} 
0 & \sqrt{x^2 + y^2} > r \\
1 & \sqrt{x^2 + y^2} \leq r 
\end{cases}
\]

(8)

The corresponding frequency zeros are concentric circles about the origin that are nearly periodic in \( r \).

Given the zeros of \( G(u,v) \) and a parametric form of the PSF, the problem of blind deconvolution involves distinguishing the zeros of \( H(u,v) \) from those of \( F(u,v) \). A partitioning procedure explained in [23] and summarized in the beginning of Table 2 can be used. Once the locations of the zeros of \( H(u,v) \) are identified, the parameter value(s) of the PSF are estimated (i.e., \( d \) in Eq. 7 or \( r \) in Eq. 8 are estimated, if the PSF is due to camera motion or defocus). Given the estimated PSF, a classical image restoration algorithm is used to obtain an estimate of the true image.

This method is summarized in Fig. 4. The PSF is assumed to be at least two orders of magnitude less in extent than the true image. The specific algorithm is provided in Table 2.

This blind deconvolution approach does not consider the presence of the additive noise in the degraded image; the noise has the effect of masking the frequency domain nulls of \( g(x,y) \). The algorithm is, therefore, sensitive to noise, and works well for high signal-to-noise ratios (SNR) [24]. Modifications have been made to make the method more robust to noise by using the bicepsptrum instead of the power cepstrum. These methods are successful in suppressing noise, but require the image data to be large (at least \( 512 \times 512 \) pixels large) for good results [24].

The method of blur identification based on frequency domain zeros is one of the most popular and successful methods because of its computational simplicity and reliability. It has been shown to work well in real situations. The major limitation is that a parametric form of the PSF is required to be known. In addition, for applications like x-ray or astronomical imaging, where the PSF is often Gaussian,
frequency domain zeros of $H(u,v)$ do not exist. For such situations, another blind deconvolution method must be used. The next section introduces a class of methods that requires fewer assumptions on the PSF, but imposes constraints on the true image.

**ARMA Parameter Estimation Methods**

Blind deconvolution using ARMA parameter estimation methods involves modeling the true image as a two-dimensional autoregressive (AR) process and the PSF as a two-dimensional moving average (MA) process. Based on these models, the resulting blurred image is represented as an autoregressive moving average (ARMA) process. Identifying the ARMA parameters allows us to identify the true image and PSF.

The existing methods of this class differ in how the ARMA parameters are estimated. Techniques based on second-order statistics, such as maximum-likelihood (ML) estimation [27-30], generalized cross-validation (GCV) [31], and neural networks [32] have been proposed. High-order statistics (HOS) methods have also been used for ARMA estimation [33]. The ML and GCV methods are the most successful for image processing applications and are discussed later.

**AR Model of the True Image**

The true image is modeled as a two-dimensional autoregressive (AR) process represented by:

$$f(x, y) = \sum_{(l,m) \in R'_e} a(l,m) f(x-l, y-m) + v(x, y)$$

where the parameter $a(0,0) = 1$, $f(x,y)$ is the true image, and $v(x,y)$ is the modeling error which is a zero-mean homogeneous noise process with covariance matrix $Q_v$, which is statistically independent of $f(x,y)$.

Existing methods based on second-order statistics assume $v(x,y)$ is Gaussian; however, HOS-based methods assume $v(x,y)$ is non-Gaussian. The AR model coefficients $a(l,m)$ of support, $R'_e$, are chosen to minimize the variance of $v(x,y)$ denoted by $Q_v$. (The support of a two-dimensional signal is the smallest rectangle encompassing all non-zero components of the signal.) A more compact version of Eq. 9 can be derived by lexicographically ordering the two-dimensional signals and using matrix-vector notation [30]:

$$f = Af + v$$

(Lexicographic ordering is used to map an $M \times N$ matrix to a column vector. This row-ordered vector is defined as $x^T = [x(1,1) \ x(1,2) \ldots x(1,N) \ x(2,1) \ldots x(2,N) \ldots x(M,1) \ldots x(M,N)]^T$, where $x(l,m)$ is the $(l,m)$th element of the $M \times N$ matrix.)

The model of the true image in Eq. 10 is valid in applications such as photography where the true images are generally smooth and homogeneous [57]. Only three AR coefficients $a(0,1), a(1,0), a(1,1)$ are sufficient to reasonably model a photographic image. In fact, the model may be represented as a process in which the autocorrelation function consists of a separable exponentially decaying sequence and a more simplified AR model may be used where $a(0,1) = \rho$, $a(1,0) = \rho$, and $a(1,1) = \rho^2 \rho_6$ and $0 < \rho_6 < 1$ [57]. The model of Eq. 10 is also appropriate for texture images, but model order selection is required to estimate the number of AR coefficients. The AR model is not valid for situations in which the true image has abrupt changes in local image characteristics, such as for edges.

**ARMA Model of the Blurred Image**

In most practical situations, the PSF is of finite extent and its effect on the true image can be modeled as that of a two-dimensional FIR filter. From the linear degradation model of Eq. 4, the degraded image $g(x,y)$ can be expressed as:

$$g(x,y) = \sum_{(l,m) \in R'_n} h(l,m) f(x-l, y-m) + n(x,y)$$

where $R'_n$ is the finite support of the PSF $h(x,y)$, and $n(x,y)$ is the additive noise of the imaging system assumed to be zero-mean Gaussian with covariance $Q_n$. Once again, using matrix-vector notation, Eq. 11 becomes:

$$g = Hf + n$$

Rearranging Eq. 10, substituting into Eq. 12 and rearranging yields:

$$g = (I-A)^{-1} v + n$$

where $I$ is the identity matrix. A complete model for the blurred image using Eq. 13 is given in Fig. 5, where capital letters denote Z-transforms of their lowercase counterparts. Therefore, the problem of blind deconvolution consists of estimating $a(l,m)$ for $(l,m) \in R'_e$ and $h(l,m)$ for $(l,m) \in R'_n$. 

---

5. ARMA model of the blurred image.
from $g(x,y)$. Once $h(l,m)$ is determined, one of the classical linear image restoration methods can be used to estimate the true image.

**Parametric Model of the PSF**

The practical difficulties with estimating $\{a(l,m), h(l,m)\}$ using Eq. 13 include high computational complexity for PSFs with large support, instability of the estimation algorithms, and non-unique solutions, among others [30]. To overcome these problems, the following additional assumptions are commonly made on the PSF by existing second-order statistics methods.

- The PSF is positive, and the mean value of the true image is preserved in the degradation process. That is,
  \[ \sum_{(l,m) \in R_h} h(l,m) = 1 \]  
  (14)

the use of these assumptions limits the number of possible ambiguous solutions to the problem.

- The PSF is symmetric and zero-phase. These assumptions are made for the stability and the uniqueness of solution of the estimation algorithms.

- The PSF has a known parametric form consisting of only a few parameters. Use of such models significantly lowers the computational complexity.

Examples of blurs which conform to the above properties include the linear motion and the out-of-focus PSFs of Eqs. 7 and 8, respectively. Based on these assumptions, the specific problem of model order selection (i.e., estimating $R_0$ and $R_H$) is avoided.

**The Maximum-Likelihood Approach**

The maximum-likelihood (ML) methods attempt to derive restoration filters by estimating the PSF, variance of the additive noise $n(x,y)$, and the AR model coefficients of the original image. Thus, the problem consists of estimating the parameter set

\[ \theta = \{ h(l,m), \{a(l,m)\}, \sigma_n^2, \sigma_v^2 \} \]

from $g(x,y)$, assuming that the given models of the true image and PSF hold. $\sigma_n^2$ and $\sigma_v^2$ are the variances of $n(x,y)$, and $v(x,y)$, respectively.

An estimate of the parameters is made such that the probability or likelihood of receiving the observed image given the parameter set, $\theta$, is maximized. The ML estimator is given by:

\[ \hat{\theta}_{ML} = \arg \left\{ \max_{\theta} L(\theta) \right\} = \arg \left\{ \max_{\theta} \log p(g;\theta) \right\} \]  
(15)

where $L(\theta)$ denotes the log-likelihood function of $g$, $\theta$, specifies the range of elements of $\theta$, and $p(g;\theta)$ is the probability density function (pdf) of $g$ for a given $\theta$.

Since both $n$ and $v$ are assumed to be zero-mean Gaussian processes, $g$ is also zero-mean and Gaussian, because it is a linearly filtered version of both $n$ and $v$. In fact, it can be shown that the pdf of $g$ conditioned on $f$, $H$, and the covariance matrix of $n, Q_n$, is given by

\[ p(g|f,H,Q_n) = \frac{1}{\sqrt{2\pi \sigma_n^2 \det Q_n}} \exp \left[ -\frac{1}{2} (g - HF)^T Q_n^{-1} (g - HF) \right] \]

(16)

In addition, the pdf of $f$, given $A$ and the covariance matrix of $v, Q_v$, is [28]:

\[ p(f|A,Q_v) = \frac{\det(I - A)^T}{\sqrt{2\pi \sigma_v^2 \det Q_v}} \exp \left[ -\frac{1}{2} (I - A)^T Q_v^{-1} (I - A)f \right] \]

(17)

By combining Eqs. 16 and 17, dropping all constant terms, multiplying the result by -2 (the maximization problem now becomes minimization due to the sign change), and assuming $Q_n = \sigma_n^2 I$ and $Q_v = \sigma_v^2 I$ where $I$ is the identity matrix, we obtain the following equivalent likelihood function [28]:

\[ \hat{\theta}_{ML} = \arg \left\{ \min_{\theta} \log \det(\theta) + g^T \theta \right\} \]

(18)

where $P$ is the covariance matrix of $g$ given by:

\[ P = \sigma_n^2 H(I - A)^T(I - A)^T H^T + \sigma_v^2 I \]

(19)

and $(\cdot)^T$ and $(\cdot)^T$ represent inverse transpose, and transpose matrix operations, respectively.

Thus, the problem becomes that of minimizing Eq. 18 with respect to the parameters $\{h(l,m), \{a(l,m)\}, \sigma_n^2, \sigma_v^2\}$. Different implementations exist to solve the nonlinear optimization problem of Eq. 18, such as the gradient-based method, expectation-maximization (EM) technique, prediction error-based technique, and least squares methods. A survey of the different implementations is given in [28]. The EM technique [30] is the most popular because it is straightforward to implement. The method converts the original nonlinear optimization problem of several variables into a linear iterative procedure. The order of the EM implementation is $O(N_v)$, where $N_v$ is the total number of pixels in the image estimate. It is a computationally efficient estimation algorithm; however, convergence speed may be slower than for gradient-based methods. Another advantage of this implementation is that an estimate of the true image is produced at every iteration, so the algorithm is easily terminated when a visually appealing result is obtained.

In the next section, we introduce an alternative ARMA estimation algorithm, based on cross-validation. It has higher complexity than ML methods, but is shown to produce better results in simulations.

**The Generalized Cross-Validation Approach**

General cross-validation (GCV) is a widely recognized technique in the field of data analysis. It is sometimes known as “leave-one-out” or predictive sample reuse. Historically, it
has been used as a criterion for estimating the optimal regularization parameter in smoothing problems [58].

The principle behind GCV is straightforward. The data is divided into two sets: an estimation set and a validation set. The estimation set is used to obtain a model or estimate based on a particular parameter value or assumption. The validation set is then used to validate the performance of the model or estimate and thus the assumption. Therefore, many competing parameter values or assumptions may be tested to find the most appropriate. The difficulty with dividing the data into two sets is that it is necessary to use as much of the data as possible to obtain a reliable estimate, but it is also desirable to test the estimate on as much of the data that was excluded from the estimation process as possible. GCV overcomes this problem by allowing all the data to be used for both purposes.

The data is divided into M sets. The assumption being tested is imposed on all the sets but one, and a validation error measure is computed for the omitted set. The process is repeated, selecting a different set each time, until all the sets have been exhausted. The validation error measures for each set are averaged to produce the validation error for the particular parameter value or assumption. Thus, all the data is used for both estimation and validation.

The GCV technique, when applied to blind image restoration, is straightforward. A “restored” image is estimated using all but one of the from the degraded image g, for a fixed set of model parameter values. The “restored” image is then blurred using the selected values for h(m,n) to predict the observation that was left out of the restoration in the previous step. Different restorations are performed by leaving out a separate pixel of g each time.

A search technique or optimization method is used to find the parameter set, θi, which minimizes the mean square prediction error over all the observations (see Table 3). This optimal set is chosen to be the image and PSF model parameter estimates. Table 3 provides a summary of the algorithm. The computational complexity is O(Ns2Np), where Ns and Np are the number of pixels of the image estimate, and blurred image, respectively. A computationally simpler algorithm has also been introduced with a slight loss in the quality of restoration [31].

### Properties of the ML and GCV Methods

The advantage of using the ML method to that of the GCV method is that it has a more thoroughly developed history with ARMA modeling. ML parameter estimation is a standard signal processing technique and algorithms such as EM have been developed to make its implementation easier. On the other hand, CV is more robust and has been shown to work better than ML for real images [31].

The ML and GCV methods are less sensitive to additive noise than methods of other classes of blind deconvolution techniques because they take into account the noise in the system. ML methods attempt to estimate the variance of the additive noise, σ2n, and GCV methods use the regularization parameter, α, to reduce noise amplification in the restoration procedure.

### Table 3: Summary of the GCV Algorithm

**I. Definitions:**

- θi: {\{h(\ell,m)\}, \{a(\ell,m)\}, α}: image, blur, and regularization parameters at the i\textsuperscript{th} iteration
- f\textsuperscript{t}: “restored image,” using all pixels in g except the i\textsuperscript{th} pixel
- E\textsuperscript{t}(f, θ): estimation error
- V(θ): validation error
- Np: number of pixels in g

**II. Initialization (i = 0):**

Set initial values for \(\theta_0 = \{\{h(\ell,m)\}, \{a(\ell,m)\}, \alpha\}\) using a priori information about the PSF or true image, or by inspection of the blurred image.

Set tolerance δ > 0.

**III. At iteration (i): i = 1, 2, \ldots, Np**

1. If i = 0, proceed to 2. Otherwise, use the search procedure developed by Powell to update \(\theta_i\) from \(\theta_{i-1}\).
2. At iteration (k): k = 0, 1, 2, \ldots, Np

The following criterion is minimized with respect to \(f\) to obtain the “restored image,” \(f_i\). All pixels of g, but the i\textsuperscript{th}, are used for the restoration procedure. A and H are given from the current value of \(θ_i\):

\[
E_i(f, θ) = \sum_{\ell,m} \left( g_{\ell,m} - (Hf(\ell,m))_i \right)^2 + α\|f - A\|_2^2
\]

where α is the regularization parameter used to prevent amplification of noise during the restoration procedure, and the subscript i denotes the i\textsuperscript{th} element of the corresponding vector.

3. Using \(f_i\) for \(k = 1, 2, \ldots, Np\), the validation error is calculated to determine how accurate the parameter estimate \(θ_i\) is. The validation error is given by:

\[
V(θ_i) = \frac{1}{Np} \sum_{\ell,m} \left( g_{\ell,m} - (Hf_i(θ))_i \right)^2 w_\ell,m(θ_i)
\]

where \(w_\ell,m(θ_i)\) are weights used to ease the numerical calculation of Eq. 7.

4. If \|θ_i - θ_{i-1}\| < δ, go to step IV. Otherwise, go to step 1.

**IV. If \(θ_i\) is a good estimate of \(H, A, \) and \(Hf_i(θ)_i\), then should be a good approximation to \(g\), averaged over all values of \(k\). Thus, the parameter set \(θ_i\), which produces the minimum value of Eq. 7, is selected as the GCV parameter.

A major limitation of these methods is that the log-likelihood function of Eq. 18, and the GCV criterion of the appropriate equation in Table 3 become insensitive to changes in the individual parameters of \(θ\) when the total number of parameters is large. In addition, there is a chance that the methods may converge to local minima. A hierarchical ML
method has been proposed to reduce the risk of ill-convergence [29]. The ML and CV methods deal only with the second-order signal statistics, so phase cannot be identified uniquely in the restoration procedure unless the PSF is known to be minimum phase. The additional assumptions discussed previously are imposed on the PSF to alleviate such problems. Thus, these ARMA estimation methods are somewhat limited to specific situations.

The next class of algorithms do not require that PSF be of minimum phase or that the image have a parametric AR form. Instead, it makes several assumptions on the true image.

Nonparametric Deterministic Image Constraints Restoration Techniques

In contrast to the methods discussed in the previous sections, the algorithms of this class do not assume parametric models for either the image or the blur. Deterministic constraints such as nonnegativity, known finite support, and existence of blur invariant edges are assumed for the true image. A number of blind deconvolution techniques for images fall into this class, which include the iterative blind deconvolution algorithm [34-39], McCallum’s simulated annealing algorithm [40], the nonnegativity and support constraints recursive inverse filtering (NAS-RIF) algorithm [42-44], and the blind superresolution algorithm [45], among others [46].

The methods are iterative and simultaneously estimate the pixels of the true image and the PSF (or its inverse). The constraints on the true image and PSF are incorporated into an optimality criterion which is minimized using numerical techniques.

In this section, we will consider three algorithms: the most well-known method of this class, the iterative blind deconvolution (IBD) algorithm by Ayers and Dainty [34-39]; McCallum’s simulated annealing (SA) algorithm [40]; and the nonnegativity and support constraints recursive inverse filtering (NAS-RIF) algorithm [42-44]. With these methods, the true image is assumed to be nonnegative and comprised of an object with known finite support against a uniformly black, grey, or white background. The support refers to the smallest rectangle within which the true object is contained. Thus, the imaging must be performed such that the object is entirely encompassed by the observed frame. This situation often occurs in such diverse applications as astronomical imaging [3], fluorescence microscopy [8], and magnetic resonance imaging [59]. Figure 6 gives an example of a finite support image undistorted and blurred. For situations in which the support of the true image is unknown, a novel cross-validation-based support finding algorithm proposed in [43] can be used.

Constraints of nonnegativity and support have been used in non-blind restoration problems to improve resolution of gamma-ray spectra [60-61]. Evidence exists that nonnegativity and support information can extrapolate high frequency components lost when the distortion is bandlimiting. Therefore, such constraints hold promise in blind image restoration.

The IBD Method

The iterative blind deconvolution (IBD) method proposed by Ayers and Dainty is the most popular method in this class. In addition to the assumptions stated above, the method requires that the PSF be nonnegative with known finite support.

The general method makes use of the fast-Fourier transform (FFT) algorithm. The basic structure of the algorithm is presented in Fig. 7. The image estimate is denoted by \( \hat{f}(x,y) \), the PSF estimate by \( \hat{h}(x,y) \), and the linearly degraded image by \( g(x,y) \). The capital letters represent fast-Fourier transformed versions of the corresponding signals. Subscripts denote the iteration number of the algorithm.

After a random initial guess is made for the true image, the algorithm alternates between the image and Fourier domains, enforcing known constraints in each. The constraints are based upon information available about the image and PSF. The image domain constraints can be imposed by replacing negative-valued pixels within the region of support with zero and nonzero pixels outside the region of support with the background pixel value. The Fourier domain constraint involves estimating the PSF (image) using the FFT of the degraded image and image (PSF) estimate. That is, at the \( k \)th iteration,

\[
\hat{H}_k(u,v) = \frac{G(u,v)\hat{H}^*_k(u,v)}{|\hat{F}_k (u,v)\hat{H}^*_k(u,v)|^2 + \alpha |\hat{H}_k(u,v)|^2}
\]  (20)
The SA Algorithm

McCallum’s simulated annealing (SA) algorithm makes the same assumptions on the PSF as the IBD method. It entails the minimization of the following multimodal cost function:

\[ J(\hat{f}(x,y),\hat{h}(x,y)) = \sum_{x,y} [\hat{f}(x,y) \ast \hat{h}(x,y) - g(x,y)]^2 \]  

(22)

The image and PSF are assumed to be positive with known finite support. Using these constraints on \( \hat{f}(x,y) \) and \( \hat{h}(x,y) \), a simulated annealing procedure is employed for the minimization of \( J \) with respect to \( \{ \hat{f}(x,y) \} \) and \( \{ \hat{h}(x,y) \} \). In simulated annealing [41], estimates of the cost function parameters are iteratively varied to globally minimize \( J \). The parameter values are randomly perturbed. If the perturbation reduces \( J \), then it is accepted; if it increases \( J \), then it is accepted with probability \( p = \exp(-\Delta J / T_k) \), where \( \Delta J \) is the change in the cost function due to the perturbation, and \( T_k \) is the temperature parameter. As the iterations progress, the temperature parameter \( T_k \) is reduced (i.e., \( p \) is reduced). Simulated annealing optimization is analogous to the annealing of metals.

When liquid metal is cooled (i.e., the temperature is reduced) sufficiently slowly, it reaches the absolute minimum energy state related to complete atomic ordering of the metal. If the liquid is cooled too quickly, then the atoms reach a suboptimal energy state. Similarly, in simulated annealing, the temperature parameter \( T_k \) must be reduced “slowly” every iteration to reach the global minimum of \( J \), otherwise it may reach a local minimum. In the case of infinite precision and infinitely many iterations, the minimization procedure is guaranteed to reach the global minimum of a multimodal cost function.

The SA algorithm for blind image restoration is given in Table 4. The algorithm is reliable and provides reasonable results in the presence of noise. The major disadvantage is that convergence to the global minimum of the cost function is slow. The speed of convergence of the algorithm depends to a large extent on how quickly \( T_k \) is reduced. For realistically sized images, the algorithm is too computationally intensive to produce a good solution.

The NAS-RIF Algorithm

The nonnegativity and support constraints recursive inverse filtering (NAS-RIF) algorithm was introduced to overcome the problems associated with the poor convergence properties of the IBD method and the high computational complexity of the SA method. This method makes the same assumptions on the true image as the IBD and SA methods. The only assumptions made on the PSF, however, is that it is absolutely summable, that is, \( \sum_{x,y} |h(x,y)| < \infty \), and that it has an inverse \( h^{-1}(x,y) \) that is also absolutely summable. No other constraints are imposed on the PSF. An advantage of this method is that it does not require the PSF to be of known finite extent, as do the other methods; this information is often difficult to obtain.
Table 4: Summary of McCullum’s Simulated Annealing Algorithm

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>I) Definitions:</td>
<td></td>
</tr>
<tr>
<td>( \hat{f}(x,y) ): image estimate &amp; ( \hat{h}(x,y) ): PSF estimate</td>
<td></td>
</tr>
<tr>
<td>( T_C ): temperature parameter &amp; ( \text{MaxCycle} ): maximum number of cycles for algorithm</td>
<td></td>
</tr>
<tr>
<td>( \text{MaxScan} ): maximum number of scans per cycle</td>
<td></td>
</tr>
<tr>
<td>II) Set initial conditions (( k = 0, j = 0 )):</td>
<td></td>
</tr>
<tr>
<td>Randomly initialize ( \hat{f}(x,y) ) and ( \hat{h}(x,y) )</td>
<td></td>
</tr>
<tr>
<td>Set temperature parameter ( T_C &gt; 0 )</td>
<td></td>
</tr>
<tr>
<td>Set ( \text{MaxCycle} \in \mathbb{N} ) &amp; Set ( \text{MaxScan} \in \mathbb{N} )</td>
<td></td>
</tr>
<tr>
<td>III) At cycle (( k )), ( k = 0, 1, 2, ..., \text{MaxCycle} ):</td>
<td></td>
</tr>
<tr>
<td>( T_k = 0.8T_{k-1} ), ( \lambda_j = 100 \sqrt{T_k} )</td>
<td></td>
</tr>
<tr>
<td>Scale ( \hat{f}(x,y) ) and ( \hat{h}(x,y) ) to have the same rms values</td>
<td></td>
</tr>
<tr>
<td>keeping ( g ) the energy of ( \hat{f}(x,y) \ast \hat{h}(x,y) ) constant</td>
<td></td>
</tr>
<tr>
<td>At scan ((i,j)): ( i = 0, 1, 2, ..., \text{MaxScan} ):</td>
<td></td>
</tr>
<tr>
<td>1) For every image estimate pixel, perturb the pixel by</td>
<td></td>
</tr>
<tr>
<td>a random quantity proportional to ( \lambda_j ). If the following cost</td>
<td></td>
</tr>
<tr>
<td>decreases, accept the change, otherwise accept with</td>
<td></td>
</tr>
<tr>
<td>probability ( \exp(-\Delta J/T_k) ) where ( \Delta J ) is the increase in cost due</td>
<td></td>
</tr>
<tr>
<td>to the perturbation. The cost ( J ) is given by:</td>
<td></td>
</tr>
<tr>
<td>[ J = \sum_{(x,y) \in \hat{D}_{up}} (g(x,y) \ast \hat{h}(x,y) \ast \hat{f}(x,y))^2 ]</td>
<td></td>
</tr>
<tr>
<td>where ( \hat{g}, \hat{h}, \hat{f} ) are the set of pixel locations deviation</td>
<td></td>
</tr>
<tr>
<td>from the known constraints of nonnegativity and support for the</td>
<td></td>
</tr>
<tr>
<td>true image and true PSF, respectively</td>
<td></td>
</tr>
</tbody>
</table>

The NAS-RIF technique is shown in Fig. 8. It consists of a variable FIR filter \( u(x,y) \) with the blurred image \( g(x,y) \) as input. The output of this filter represents an estimate of the true image \( \hat{f}(x,y) \). This estimate is passed through a nonlinear filter, which uses a non-expansive mapping to project the estimated image into the space representing the known characteristics of the true image. The difference between the projected image \( \hat{f}_a(x,y) \) and \( \hat{f}(x,y) \) is used as the error signal to update the variable filter \( u(x,y) \). In general, a variety of image constraints may be imposed in the nonlinear filter denoted by \( NL \), as shown in Fig. 8. Table 5 gives a list of possibilities. If we assume the image is nonnegative with known support, the \( NL \) block of Fig. 8 represents the projection of the estimated image onto the set of images that are nonnegative with given finite support. Thus, the negative pixel values within the region of support must be zero, and the pixel values outside the region of support are the background grey-level, \( L_B \), as shown in Table 5. Either the nonnegativity constraint or support constraint or both can be used for restoration. Experience shows that the support information is more useful than nonnegativity, which often yields ambiguous nonunique solutions. The cost function for this particular situation is:

\[
J(u) = \sum_{(x,y)} e^2(x,y) + \frac{1}{2} \sum_{(x,y)} u(x,y) - 1 \sum_{(x,y)} g(x,y) - \frac{2}{1 - \text{sgn}(f(x,y))} \sum_{(x,y) \in D_{up}} \left[ f(x,y) - L_B \right]^2 + \gamma \sum_{(x,y)} u(x,y) - 1 \sum_{(x,y)} g(x,y) - 1 \tag{23, 24}
\]

where \( f(x,y) = g(x,y) \ast u(x,y) \), \( D_{up} \) is the set of all pixels inside the region of support, and \( D_{up} \) is the set of all pixels outside the region of support. The variable \( \gamma \) in the third term of Eq. 24 is nonzero only when \( L_B \) is zero, i.e., the background color is black. The third term is used to constrain the parameters away from the trivial all-zero global minimum for this situation [42].

It can be shown that Eq. 24 is convex with respect to \( u(x,y) \), so that convergence of the algorithm to the global minimum is possible using a variety of numerical optimization routines. The conjugate gradient minimization routine was used for minimization of \( J \) in [42–44] because its speed of convergence is much faster than other descent routines, such as the steepest-descent method. Table 6 provides the method in basic algorithmic form.

Comparing the IBD, SA, and NAS-RIF Algorithms
This section provides a comparison of the performance of the methods in this class based on convergence, computational complexity, and sensitivity to noise. The NAS-RIF algorithm is guaranteed to converge to the feasible set of solutions because it deals with the minimization of a convex cost function. The algorithm is well-behaved and stable, unlike the IBD algorithm. In addition, the NAS-RIF algorithm converges faster for large images.

The convergence properties of the IBD algorithm are sensitive to the initial conditions and the noise parameter \( \alpha \), as known from Eqs. 20–21. Although the SA method guarantees convergence to the global minimum in an infinite number of
Table 5: Possible Implementations of the NL Filter for the NAS-RIF Method

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Nonlinear (NL) Filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonnegativity</td>
<td>( \mathcal{f}_n(x, y) = \begin{cases} \mathcal{f}(x, y) &amp; \text{if } \mathcal{f}(x, y) \geq 0 \ 0 &amp; \text{otherwise} \end{cases} )</td>
</tr>
<tr>
<td>Finite Support denoted by ( D_{\text{supp}} ), where ( L_b ) is the background pixel color</td>
<td>( \mathcal{f}<em>n(x, y) = \begin{cases} \mathcal{f}(x, y) &amp; \text{if } (x, y) \in D</em>{\text{supp}} \ L_b &amp; \text{otherwise} \end{cases} )</td>
</tr>
<tr>
<td>Bounds on pixel amplitude ( m_f \leq \mathcal{f}(x, y) \leq M_f )</td>
<td>( \mathcal{f}_n(x, y) = \begin{cases} m_f &amp; \text{if } \mathcal{f}(x, y) &lt; m_f \ \mathcal{f}(x, y) &amp; \text{if } m_f \leq \mathcal{f}(x, y) \leq M_f \ M_f &amp; \text{if } \mathcal{f}(x, y) &gt; M_f \end{cases} )</td>
</tr>
<tr>
<td>Nonnegativity and Maximum Energy Constraint ( \sum_{x,y} f(x, y)^2 \leq E )</td>
<td>( \mathcal{f}_n(x, y) = \begin{cases} 0 &amp; \text{if } \mathcal{f}(x, y) &lt; 0 \ \mathcal{f}(x, y) &amp; \text{if } \mathcal{f}(x, y) \geq 0 \ \mathcal{f}(x, y) \mathcal{E} &amp; \text{otherwise} \end{cases} ) where ( \mathcal{E} ) is the energy of ( \mathcal{f}(x, y) )</td>
</tr>
</tbody>
</table>

Smoothness Constraint: pixels in the region \( D_{\text{smooth}} \) are considered to be smooth

\( \mathcal{f}_n(x, y) = \begin{cases} \mathcal{f}(x, y) & \text{if } (x, y) \in D_{\text{smooth}} \\ \mathcal{f}(x, y) + \sum_{(m,n) \in S} f(m,n) & \text{otherwise} \end{cases} \) where \( S \) is some rectangular window of pixels centered at \((x, y)\), and \( N \) is the total number of elements of \( S \).

Iterations and with infinite precision, the algorithm is too computationally complex to be feasible for real imaging applications; the order of the algorithm per iteration is \( O(N_x^2) \), where \( N_x \) the number of pixel values of the image estimate.

In contrast, the IBD method has order \( O(N_x \log(N_x)) \), and the NAS-RIF method has order \( O(N_x N_y N_{\text{filter}}) \) per iteration, where \( N_x \) is the number of FIR filter parameters of \( u(x, y) \), and \( N_{\text{filter}} \) is the number of line searches required at the \( k \)-th iteration. Since the number of filter parameters is usually much smaller than the image size, the NAS-RIF method requires fewer computations, on average, than the IBD method to produce a good estimate.

The main advantage of the IBD method over the NAS-RIF algorithm is that it incorporates a Wiener-like filter into the restoration process. This filter largely prevents noise amplification from occurring. The NAS-RIF algorithm shows some noise amplification at low SNRs, but premature termination of the algorithm may be employed to prevent this [44].

Nonparametric Methods Based on High Order Statistics

This class of techniques is structurally similar to the NAS-RIF algorithm, and is useful for restoring texture images [18, 47-48]. They are based on minimizing the given cost function that accounts for the probabilistic non-Gaussian nature of the true image. The degraded image is passed through an FIR inverse filter, yielding an estimate of the true image. The FIR filter parameters are updated in order to optimize a function that incorporates the higher order statistics (HOS) model of the true image. Figure 9 provides an overview of the scheme.

A well-known technique in this class is minimum entropy deconvolution (MED) [18], which attempts to find the FIR inverse filter of the PSF that yields the smallest output entropy when applied to the degraded image. This technique maximizes the simple “spike-like” character of the true image estimate. This is useful for applications like astronomy, in which the true image is composed of bright spots against a dark background; and geophysics, where teleseismic signals have a spike-like nature. MED has also been proposed for restoring two-tone images [47]. The general algorithm is provided in Table 7.

The various algorithms of this class differ in their choice of \( g(.) \), shown in Table 7. For MED [18], the function \( g(f) = f^2 \) is used. For Bayesian non-minimum phase approaches [48], \( g(.) \) is used to reshape the marginal pdf of the signal \( \mathcal{f}(x, y) \) to be that of the true image, and is derived for the particular pdf.

The algorithm is an extension of the Bussgang class of algorithms for communication channels [52]. The technique has structural similarities to the NAS-RIF algorithm, but is applicable only for situations in which the true image can be represented as a known stationary stochastic signal.

The main advantages of methods in this class is that they can identify non-minimum phase PSFs, and are fairly robust to noise. The primary limitations are that the true image must be accurately modeled by a known non-Gaussian probability
Table 6: Summary of the NAS-RIF Algorithm

I) Definitions:
- \( f(x,y) \): estimate of true image
- \( u(x,y) \): FIR filter parameters of dimension \( N_{u} \times N_{u} \) at iteration \( k \)
- \( g(x,y) \): blurred image
- \( \delta \): tolerance used to terminate algorithm.
- \( N_{k} \): cost function at parameter setting \( u_{k} \)
- \( \nabla f(x,y) \): gradient of \( f \) at \( u_{k} \)
- \(<\cdot,\cdot>\): scalar product

Note: bold letters represent tensorially ordered vectors of their two-dimensional counterparts.

II) Set initial conditions \( (k=0) \):
- Set FIR filter \( u(0) \) to all zeros with a unit spike in the middle
- Set tolerance \( \delta > 0 \)

III) At iteration \( (k) \): \( k = 0, 1, 2, \ldots \)
1) \( \tilde{f}_{k}(x,y) = u_{k}(x,y) \ast g(x,y) \)
2) \( \tilde{f}_{k}(x,y) = N_{k} \hat{f}(x,y) \)
3) Minimization Routine to update FIR filter parameters.
   For example: conjugate gradient routine
   \[
   \frac{dt_{k}}{dt_{k}} = \frac{1}{2} \sum_{x,y} \left( \tilde{f}_{k}(x,y) - f_{k}(x,y) \right)^{2} + \frac{1}{2} \sum_{x,y} \left( u_{k}(x,y) \right)^{2}
   \]
   where
   \[
   \tilde{f}_{k}(x,y) = \frac{1}{2} \sum_{x,y} \left( \tilde{f}_{k}(x,y) - f_{k}(x,y) \right)^{2} + \frac{1}{2} \sum_{x,y} \left( u_{k}(x,y) \right)^{2}
   \]
3b) \( t_{k} = \tilde{f}_{k}(x,y) - f_{k}(x,y) \)
3c) If \( k = 0, d_{k} = \nabla f(u_{k}) \), otherwise \( d_{k} = \nabla f(u_{k}) + \tilde{f}_{k}(x,y) \)
3d) Perform a line minimization such as downhill to find \( t_{k} \) such that \( J(u_{k} + t_{k}d_{k}) \leq J(u_{k} + t_{k}d_{k}) \) for all \( t \)
3e) \( u_{k+1} = u_{k} + t_{k}d_{k} \)
4) \( k = k + 1 \)
5) If \( J(u_{k}) < \delta \), stop. Otherwise, go to 1.

Simulation Examples

A variety of different methods exist for blind deconvolution of images with varying assumptions on the true image and PSF. For the purpose of comparison, these assumptions are controlled in the simulations. In this section, we compare the performance of methods of the same class, i.e., nonparametric deterministic image constraints methods. These methods have been selected for simulation as they are a more general class of techniques and are portable to many different applications. They also have moderate to low computational requirements, which makes them more practical for real imaging situations.

The simulations are provided to give an idea of the ability of blind deconvolution. Examples of the performance of the other methods discussed can be found with the corresponding authors. Simulations were conducted for the case of images with a black \( (L_{g} = 0) \) background. Some test images were synthetically degraded by convolving the true image with an artificially generated PSF, and then adding a zero-mean Gaussian noise realization. Restorations of real image data are also provided later.
Table 7: Summary of the HOS-based Methods

<table>
<thead>
<tr>
<th>I) Definitions:</th>
</tr>
</thead>
<tbody>
<tr>
<td>* $f_k(x,y)$: estimate of the true image at the $k$th iteration</td>
</tr>
<tr>
<td>* $u_k(x,y)$: FIR inverse filter at the $k$th iteration</td>
</tr>
<tr>
<td>* $g(x,y)$: degraded image</td>
</tr>
<tr>
<td>* $R_{gg}$: covariance matrix of $g(x,y)$ given by $E{gg^T}$</td>
</tr>
<tr>
<td>* $R_{R_{gNLK}}$: cross-covariance matrix between $g(x,y)$ and</td>
</tr>
<tr>
<td>* $g[f]$: zero-memory nonlinearity</td>
</tr>
<tr>
<td>* Note: Bold letters represent lexicographically ordered version of their two-dimensional counterparts.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>II) Initialize variables ($k = 0$):</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inverse filter; $u_k(x,y)$ is composed of all zeros with a unit spike in the middle.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>III) At iteration ($k$): $k = 0,1,2,...$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) $f_k(x,y) = u_k(x,y) * g(x,y)$</td>
</tr>
<tr>
<td>2) $u_{k+1} = g[f_k]$</td>
</tr>
<tr>
<td>3) $u_k = R_{R_{gNLK}} f_{k+1}$</td>
</tr>
<tr>
<td>4) $k = k + 1$</td>
</tr>
<tr>
<td>5) If $u_k$ stabilizes, stop. Otherwise, go to 1.</td>
</tr>
</tbody>
</table>

The following acronyms are used to refer to the different techniques:

**IBD**: Iterative Blind Deconvolution method

**SA**: Simulated Annealing algorithm

**NAS-RIF**: Non-negativity and Support constraints Recursive Inverse Filtering algorithm

The IBD, SA, and NAS-RIF algorithms have been previously described. These methods are compared on the basis of their convergence properties, performance under high SNR conditions, performance under moderate SNR conditions, and performance when the support size is incorrect.

Two related measures of performance will be used to help assess the quality of the restorations: the percentage mean square error (MSE), and the improvement in signal-to-noise ratio (SNRI). These quantities are defined below:

$$MSE(f_k) = 100 \frac{\sum_{(x,y)} a(x,y)^2 - f(x,y)^2}{\sum_{(x,y)} f(x,y)^2}$$

$$SNRI = \frac{MSE(g)}{MSE(f)}$$

Because any scaled version of the image estimate is desired, $a$ is chosen such that $MSE(f_k)$ is minimized. Specifically,

$$a = \frac{\sum_{(x,y)} f(x,y) \hat{f}(x,y)}{\sum_{(x,y)} \hat{f}(x,y)^2}$$

The problem of obtaining a shifted version of the image is not considered in the MSE calculation, since one of the constraints applied on the true image in these algorithms is finite known support that is kept in a fixed location. Thus, no shifting occurs between subsequent iterations of the restoration algorithms. Even though the MSE is not a reliable estimator of the subjective quality of a restored image, it will be used to give some indication of the performance of the schemes.

The results for the following synthetically blurred images are presented:

**BIR image**: a synthetically generated binary text image of the words "BLIND IMAGE RESTORATION"

**toy image**: a grayscale image of a toy

**UT image**: a synthetically generated binary image of the letters "UT"

Each of these test images were synthetically blurred using the linear degraded model of Eq. 4, with one of three types of PSFs, referred to by their dimensions. A brief description of each PSF is provided below. Figure 10 displays the PSFs (negative pixels are displayed as black).

23 x 23 PSF: a separable PSF generated from $y y^T$, where $y$ is a column vector geometrically decreasing from the center by a factor of 0.7.

21 x 21 PSF: a radially symmetric PSF, geometrically decreasing from the center by a factor of 0.8. This type of PSF is often found in applications like x-ray imaging and astronomy.

5 x 5 PSF: a separable PSF, linearly decreasing in amplitude from the center.

**Performance under High SNR Conditions**

This section discusses the performance of the algorithms for high signal-to-noise (SNR) conditions. The performance of the algorithms is similar to that for ideal noiseless conditions. The following results are obtained for an SNR of 70 dB in all cases.

Figure 11 shows the results for the BIR image with the 23 x 23 PSF. The IBD method takes approximately an order of magnitude longer to converge than the NAS-RIF method, as shown in the MSE plots of Figs. 11a and 11f. The SA method was too computationally complex to produce a solution for an image of this size.

Figure 12 shows the results for the toy image with the 23 x 23 PSF. The NAS-RIF algorithm converges to a good solution within 100 iterations. The IBD algorithm was run for 5000 iterations and was unable to converge to a good solution. Many different initial conditions and noise parameter $(\alpha)$ values were simulated, but the algorithm did not converge properly for any of them.

The results of the algorithms are shown in Fig. 13 for the UT image blurred by the 5 x 5 PSF. The NAS-RIF algorithm converges in the fewest number of iterations. One must note...
that the SA method converges in 40 cycles. The algorithm has 50 scans per cycle, so that this is equivalent to 2000 iterations, which is greater than that required by the IBD algorithm.

For high SNRs, the NAS-RIF algorithm shows the most desirable convergence properties of the three algorithms. The IBD algorithm does not converge for complicated grey-scale images, and the SA method is too computation complex.

Performance under Moderate SNR Conditions

This section examines the behavior of the methods for lower SNRs. Simulation results are presented for the three algorithms at an SNR of 50 dB. The IBD algorithm is the most robust to noise; the NAS-RIF method is the most sensitive.
assuming incorrect supports of $17 \times 67$ and $13 \times 63$ was simulated.

**Results for Real Image Data**

In this section, we provide the restoration results of the NAS-RIF and IBD algorithms on the "j413.err.fit" image of Jupiter taken by the Hubble Space Telescope (HST). The data was prepared by STScI, and can be found in the `software/stdas/restore` directory at the stsci.edu internet site.

The degraded Hubble data is shown in Fig 16a. A non-blind restoration using the Adaptive Regularized Restoration algorithm by Katsaggelos, et al. [65] is shown in Fig. 16b. This algorithm requires knowledge of the PSF in the restoration process. The non-blind restoration is used to provide a basis of visual evaluation of the performance of the blind deconvolution methods. The data displayed in Figs. 16a and 16b were taken with permission from [65].

The IBD and NAS-RIF restorations are displayed in Figs. 16h for an estimated support size $282 \times 294$. Fig. 16c gives the IBD restoration. The algorithm was run for over 2500 iterations. The estimate that showed the minimum mean squared error from the known nonnegativity and support constraints is taken to be the "best" image estimate.

Figure 16e gives the NAS-RIF restoration for a FIR filter length of $7 \times 7$ and, similarly, Fig. 16g for a filter length of $25 \times 25$. As the filter length is increased, there is improved clarity in the restoration. A possibility for the higher variance of the image in Fig. 16e is the coarse, four-bit quantization of the original degraded image. The authors believe that the smoother appearance of the non-blind restoration in Fig. 16b is due to the regularization method incorporated in the algorithm.

The absolute mean deviation (AMD) for each of the restorations with respect to the blurred image is given in Table 8. The AMD is defined as

$$ AMD(f) = \frac{\sum_{y \in (x,y)}|g(x,y) - bf(x,y)|}{\sum_{y \in (x,y)}|g(x,y)|} $$

where

$$ b = \frac{\sum_{y \in (x,y)}g(x,y)}{\sum_{y \in (x,y)}f(x,y)} $$

Table 8 gives the AMDs of the restored images of Jupiter. The AMD provides, to some extent, a measure of the amount of "deblurring" by the corresponding restoration algorithm. The AMDs for the non-blind restoration and the NAS-RIF method using a $25 \times 25$ filter are the closest in magnitude. This indicates, in some sense, a similarity in the restorations. Visual inspection of Figs 16b and 16g also demonstrates the similarities of the two estimates. Thus, blind deconvolution algorithms are useful tools for improving the quality of real blurred images.

**Summary and Conclusions**

This article provided an overview of the major approaches to the problem of blind deconvolution of images. Algorithms can be grouped into the five major classes, and well-known algorithms of each class have been described. Table 9 provides a summary of the general characteristics of the various approaches. The classification provides an idea of the average, not individual, behavior of the algorithms in each approach.

The need for more practical image restoration algorithms in situations where partial information is available about the true image, and PSF has sparked research in the area of blind deconvolution. Although many approaches for solving the problem have been proposed for different applications (including methods which do not fall under the the five classes [49-51]), there is still a need for developing techniques that exhibit a more appropriate compromise among computational complexity, convergence properties, portability, and reliability for a given application.
14. Results for the BIR image degraded by the $21 \times 21$ PSF at a BSNR of 50 dB.
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16. (a) Real HST data, (b) non-blind adaptive regularized restoration, (c) IBD restoration (best estimate achieved for 9th iteration), (d) IBD convergence error, (e) NAS-RIF restoration for a filter length of 7 x 7, (f) NAS-RIF convergence error associated with restoration in (e), (g) NAS-RIF Restoration for a FIR filter length of 25 x 25, (h) NAS-RIF convergence error associated with restoration in (g). Images in (a) and (b) were obtained from Katsaggelos et al. [63] with permission.

Table 8: Absolute Mean Deviation of the Restorations

<table>
<thead>
<tr>
<th>Restoration Method</th>
<th>AMD w.r.t. Blurred Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-blind restoration</td>
<td>0.1197</td>
</tr>
<tr>
<td>NAS-RIF (7 x 7 filter)</td>
<td>0.0353</td>
</tr>
<tr>
<td>NAS-RIF (25 x 25 filter)</td>
<td>0.1020</td>
</tr>
<tr>
<td>IBD</td>
<td>0.1599</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 9: General Characteristics of Blind Deconvolution Methods for Images</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Class of Algorithms</strong></td>
</tr>
<tr>
<td>Assumptions about the true image</td>
</tr>
<tr>
<td>Assumptions about the blur</td>
</tr>
<tr>
<td>Complexity (order of the algorithm)</td>
</tr>
<tr>
<td>Convergence properties</td>
</tr>
<tr>
<td>Sensitivity to additive noise</td>
</tr>
<tr>
<td>Most probable application areas</td>
</tr>
</tbody>
</table>


Table 10: Table of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMD</td>
<td>absolute mean deviation</td>
</tr>
<tr>
<td>AR</td>
<td>autoregressive</td>
</tr>
<tr>
<td>ARMA</td>
<td>autoregressive moving average</td>
</tr>
<tr>
<td>BIR</td>
<td>binary image of the words blind image restoration</td>
</tr>
<tr>
<td>CV</td>
<td>cross-validation</td>
</tr>
<tr>
<td>EM</td>
<td>expectation-maximization</td>
</tr>
<tr>
<td>FIR</td>
<td>finite impulse response</td>
</tr>
<tr>
<td>FFT</td>
<td>fast-Fourier transform</td>
</tr>
<tr>
<td>FT</td>
<td>Fourier transform</td>
</tr>
<tr>
<td>GCV</td>
<td>generalized cross-validation</td>
</tr>
<tr>
<td>HOS</td>
<td>high order statistics</td>
</tr>
<tr>
<td>HST</td>
<td>Hubble Space Telescope</td>
</tr>
<tr>
<td>IBD</td>
<td>iterative blind deconvolution (method)</td>
</tr>
<tr>
<td>LS</td>
<td>least-squares</td>
</tr>
<tr>
<td>MA</td>
<td>moving average</td>
</tr>
<tr>
<td>MED</td>
<td>minimum entropy deconvolution</td>
</tr>
<tr>
<td>ML</td>
<td>maximum-likelihood</td>
</tr>
<tr>
<td>MSE</td>
<td>mean square error</td>
</tr>
<tr>
<td>NAS-RIF</td>
<td>nonnegativity and support constraints recursive inverse filtering (method)</td>
</tr>
<tr>
<td>pdf</td>
<td>probability density function</td>
</tr>
<tr>
<td>PSF</td>
<td>point-spread function</td>
</tr>
<tr>
<td>SA</td>
<td>simulated annealing method</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>SNRI</td>
<td>signal-to-noise ratio improvement</td>
</tr>
<tr>
<td>toy</td>
<td>grey-scale image of a toy</td>
</tr>
<tr>
<td>UT</td>
<td>binary image of the letters UT</td>
</tr>
<tr>
<td>ZT</td>
<td>z-Transform</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero sheet separation</td>
<td>algorithms that perform blind deconvolution by factoring the two-dimensional ZT of the blurred image</td>
</tr>
<tr>
<td>a priori blur identification</td>
<td>algorithms that estimate the PSF prior to image restoration using known characteristics of the PSF and true image</td>
</tr>
<tr>
<td>ARMA parameter estimation</td>
<td>algorithms that model the blurred image using an ARMA model and perform deconvolution by estimating these parameters</td>
</tr>
<tr>
<td>Nonparametric deterministic constraints algorithms</td>
<td>algorithms that make deterministic assumptions about the image and PSF (examples: nonnegativity and finite support)</td>
</tr>
<tr>
<td>HOS methods</td>
<td>algorithms that make use of HOS information about the image for restoration</td>
</tr>
</tbody>
</table>


