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Abstract— The Internet still lacks adequate support for QoS
applications with real-time requirements. In great part, this is
due to the fact that provisioning of end-to-end QoS to traffic
that traverses multiple autonomous systems (ASs) requires a
level of cooperation between ASs that is difficult to achieve
in the current architecture. Recently, service overlay networks
have been considered as an approach to QoS deployment that
avoids these difficulties. In this study, we address the problem
of the topological synthesis of a service overlay network, where
endsystems and nodes of the overlay network (provider nodes) are
connected through ISPs that supports bandwidth reservations.
We express the topology design problem as an optimization
problem. Even though the design problem is related to the (in
general NP-hard) quadratic assignment problem, we are able
to show that relatively simple heuristic algorithms can deliver
results that are sometimes close to the optimal solution.
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Fig. 1. Endsystems and Provider nodes.

|. INTRODUCTION

Supporting Quality-of-Service (QoS) in the Internet remains
a challenging task, albeit various efforts in the last decade @0S Provider Network or simply provider network, supports
enhance the basic best effort service. An important reason ®jtd-to-end QoS guarantees to a collection of subscribers.
the lack of QoS deployment is the Internet's own structurd,he provider network consists girovider nodes and a set
which is based on a large number of independently operatetl subscribers, calle@gndsystems. Each provider node and
networks (autonomous systems or ASs) [8], where peerigfidsystem gains access to the Internet using one or more
points provide the connection of separate autonomous systefaE's (see Figure 1). The provider nodes are connected to
of the Internet into one cooperating infrastructure [12]. Theéach other and endsystems are connected to a provider node
economics of peering make the provisioning of end-to-ery ISPs. Two provider nodes can establish a link in the
QoS unlikely. Whereas most peering agreements are bilatepgpvider network if they are both connected to the same ISP.
contracts between ASs at peering points, end-to-end QoS itikewise, an endsystem can access a given provider node if
cooperative effort of all ASs on an end-to-end path of a floloth are connected to the same ISP. In Figure 2, we illustrate
with service guarantees. Although an ISP (Internet Servigle relationship of endsystems, provider nodes, and ISPs. As
Providers) may have an interest in providing QoS guarantegshetwork that is based on services provided by ISPs, the
within its own AS, there is a lack of incentives to supporprovider network buys services, such as guaranteed band-
similar service guarantees to customers of remote autonomaigth, from different ISPs and, according to pre-established
systems [21]. agreements, provides bandwidth guarantees to endsystems.

To overcome these issues, overlay networks have be&he endsystems are connected to the provider nodes through
considered as a higher level mechanism that can support nks and these connections are administered by the provider
services to users on top of the network-layer infrastructureetwork. Endsystems purchase QoS services from the provider
without requiring changes to the infrastructure or its the busietwork, which in turn purchases bandwidth guarantees from
ness practices [15]. Using overlay networks, network servicegch ISP for traffic between provider nodes, as well as for
have been proposed that address the needs of applicationstfaffic between provider nodes and endsystems.
fault-tolerance [2], multicast communication [7], security [13], Given the connectivity of provider nodes and endsystems
file sharing [9] and QoS [21]. to a set of ISPs, as shown in Figure 2, the problem of

We consider a framework where a value-added overlalesigning a provider network topology consists of assigning
network that sits on top of an infrastructure of ISPs, calledach endsystem to one provider node, and in assigning pairs
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added service based on ISP infrastructure that is aimed at
statistical guarantees. Here, the overlay network provides en-
hanced services that bound the loss rate experienced by overlay
traffic, without specific consideration to cost and topological
aspects. QUEST [10] is another overlay network that has
been proposed to address QoS provisioning, as well as other
services. For example, QUEST addresses the management of
QoS provisioning for composed services based on individual
service requests. QUEST also assumes that a directed graph
Fig. 2. Relationships between provider nodes, endsystems, and ISPsf@Rresenting a service overlay network topology is given.
endsystem and provider node or two provider nodes can have a link in Tleere is a large body of works on structured overlays, e.g.,
provider network if they have access to a common ISP. [17], [19], [23], which build an overlay network as a graph that
implements an abstract data structure, e.g., a tree, a hypercube
or a distributed hash table. Structured overlays are popular

of provider nodes connected to a common ISP, such that g@loices for file sharing and multicasting overlay networks.
endsystems can exchange traffic over a path of provider nodggwever, the objectives and design issues of structured over-
As an example, in Figure 3, we present a feasible providgjys are very different from those of the overlay networks
network topology that corresponds to the set of endsystergnsidered here. A commercial service overlay network that
and provider nodes of Figure 2. is closely related to our work is Internap [11]. The main

In this paper, we present a methodology that can guidkfference to our work is that access for endsystems is provided
the topological design of a provider overlay network. Ty the provider network, and not by the ISPs. We note that
our knowledge, the problem of devising good topologies fasur topology design approach can be extended to apply to the
service overlay networks has not been studied before. Thesumptions made by the Internap overlay network.
purpose of this work is to design a provider network which The problem formulation in this paper makes a number of
minimizes the cost of the provider network for interconnectioassumptions that govern the relationship between customers,
of provider nodes and access of endsystems. We formulate the provider network, and ISPs. Arguably a strong assumption
provider network topology as the solution to an optimizatiofs that the cost of sending traffic with bandwidth guarantees
problem. We show that this optimization problem has lineatcross an ISP is proportional to the amount of reserved
and quadratic terms. Since such problems are, in genefghndwidth. These and other assumptions can be relaxed, e.g.,
solvable only for small instances or for special cases, W8 considering flat-rate pricing, which, however, may result
investigate the use of heuristics, such as simulated annealiffga different problem formulation. The contribution of this
to find good solutions to the problem [6]. In addition, we ar@aper is that it poses the topological design of service overlay
able to show that, in some special cases, optimum solutionstworks as a research problem, and, for a specific pricing
can be obtained even for larger networks. structure, shows that appropriate algorithms can construct ef-

Overlay Networks have received a great deal of attentidactive solutions with relatively small computational overhead.
lately, since they facilitate the implementation and deployment The remainder of this paper is structured as follows. In
of new services. Several models for application-layer overlayection Il we formulate the parameters of the topology design
have emerged, generally aimed at providing services tailorpdoblem and state the topology synthesis as a solution to an
to specific applications, such as multicasting, content deliveoptimization problem. In Section Il we consider conditions
or peer-to-peer file sharing [1], [3], [7]. However, a reviemunder which the optimization problem can be easily solved.
of the related work indicates that topological design questioms Section IV we present heuristic algorithms that can solve
have been given only little attention. A service overlay networthe optimization problem for general networks. We also show
(SON) provides generic overlay services that can be used twww grouping of geographically close endsystems into clusters
a variety of applications [2], [15]. Service overlay networkgan further reduce the effort of designing the topology of
were proposed as a means to provide value-added servidbs, provider network. In Section V we validate our methods
including end-to-end QoS, based on user requests [8]. The numerical experiments. We present brief conclusions in
architecture is based on services gateways connected by $etion VI.
underlying network domain with bandwidth guarantees. The
design goal of a SON is to provision adequate bandwidth -
support end-to-end QoS services and satisfy traffic demanddn this section we formulate the topology design for a
while minimizing the bandwidth cost to the SON providerprovider network in terms of the solution to an optimization
The cost issues are related to bandwidth costs and penaitgblem. The input to the problem is the connectivity between
costs. The latter is incurred when a QoS violation occurs. Tleadsystems, provider nodes, and ISPs as shown in Figure 2.
authors assumed the existence of a SON topology and of routgh this data, we generate a provider network topology, as
between SON nodes and do not address the topological dessfpown in Figure 3, such that the resulting topology minimizes

FORMULATION OF THE TOPOLOGY DESIGN PROBLEM



TABLE |
BASIC NOTATION.

Provider
Node 7

Endsystem 7

Provider
Node 6

Provider
Node 5

ES; Endsystems
PN; | Provider nodej

M Number of endsystems
N Number of provider nodes
Endsystem 5 @ Yij 0-1 decision variable that indicates iS; is assigned taPN;
[ Access cost (per unit of traffic) for traffic frov'S; to PN;
li; Transport cost (per unit of traffic) for traffic on the transport
= link betweenPN; and PN;
Endsystem 6 bij Cost of least-cost route (per unit of traffic) for traffic

betweenP N; and PN;
Wij Reserved bandwidth for traffic frolv'S; to E'S;
Q; Reserved bandwidth fronv'S; to all other endsystems

0 = 2?11 w;; denote the total bandwidth reserved for traffic
[ generated at'sS;.

Enceystem 3 Frdeystem 2 To obtain a provider network topology as shown in Figure 3,
we must solve two problems. First, for each endsystem we
must select a provider node that carries the traffic between the
endsystem and the provider network. Second, we must select

a given cost metric. The cost metric is chosen to reflect tf@nsport links between provider nodes so that the provider
cost to the provider network. We consider a network witRodes can relay the traffic between the endsystems. The total
M endsystems andV provider nodes. We refer to thah cost of the provider network are the costs of the access links

endsystem a&S; and to thejth provider node a®N;. The and the transport links of the resulting topology, weighted by
basic notation is presented in Table I. the amount of reserved bandwidth on the links. The objective

In the provider network considered here, each endsystdfto determine a provider network topology such that the total
is connected to exactly one provider node. An endsyste®@st is minimized.
accesses a provider node using an ISP that is connected tdhe construction of the provider network topology is done
both the endsystem and the provider node. There is a constémthree steps. In the first step, we only consider provider nodes
costa;; for reserving a unit of bandwidth (e.g., a Mbps) fromand their transport links, and determine a route between each
endsystentZS; to provider nodePN;. This cost is referred to pair of provider nodes, such that the total transport cost is
asaccess cost. If there is no ISP to which boti'S; and PN; minimized. These routes are determined independent of the
are connected to, theR'S; cannot be assigned tBN;, and assignments of endsystems to provider nodes and independent
we set the access costdg; = cc. If the sameES; and PN; of the amount of bandwidth reserved on a route. Given two
can be connected by more than one ISP, thenrepresents provider nodes”N,, and PN,,, the transport cost between the
a connection through the ISP with minimal cost. Heneg, provider nodes is minimized if traffic is sent on the least-cost
implies the selection of an ISP to conndct; to PN;. path connecting the two provider nodes. Hence, a transport

Provider nodes are connected to each other through ISP8k with cost /;; is part of the topology of the provider
We say that there is &ransport link between two provider network if the link is on the least-cost route between some pair
nodes, if both provider nodes have at least one common IS#®.provider nodes [18]. Let us denote by, the least-cost
The cost to reserve a unit of bandwidth fraR\V; to PN, route betweerPN,, and PN,,, and let us write (ij) € 7.’
is 1;;. We refer to this cost as thteansport cost. If PN; and if the transport link betweer”N; and PN is part of this
PN, are not connected to the same ISP, welsgt= co. If  route. The cost of the least-cost route per unit of reserved
two provider nodes can be connected by more than one I$@ndwidth betwee® NV,, and PN,,,, denoted by,,,,,, is given
theni;; is the cost through the ISP that incurs the least cosdy bum = >-(ij)er,., lis-

The provider network reserves bandwidth on access linksin the second step, we determine how to connect endsystems
and transport links for the traffic between endsystems. We provider nodes. Given that, once this determination is made,
assume that the amount of bandwidth reserved for the betweealfic between endsystems is taking the least-cost route in
endsystems is given by a reservation matfix = {wij}, the transport network, we have fully determined the transport
where w;; is the bandwidth that is reserved for the traffimetwork. For an illustration we refer to Figure 3. Suppose that
from ES; to ES;, and we havew; = 0. Clearly, it is we have determined thaS; will be connected taP N, and
desirable to keep the reserved bandwidth close to the acttlzt £S, will be connected toPN3. Then the total access
traffic rate. Thus, the reservation matrix can be estimated basadl transport costs incurred by traffic betwdefi; and E'S,
on measurements or predictions. The reservation matrix cangiven by wisaie + wigbos + wigass. Assuming that the
vary over time. However, changes to the reservation matrigast-cost route betweeAN, and PN3 is PN, — PN, —
require to recalculate the provider network topology. We leP N3, we havebss = lo4 + l43. TO express the assignment

Fig. 3. Solution to the topology of the provider network.



of endsystems to provider nodes as an optimization probletafion expresses the combinatorial structure of the problem
we now introduce 0-1 decision variablgs;. We sety;; = 1  better than the formulation given in Egn. (1). By viewing
if ES; is assigned taPN;, andy;; = 0 otherwise. Now we transport and access costs in matrix form, we can easily
can state the total cost of the provider network as an objectiidentify conditions under which a provider network topol-
function. The formulation of the optimization problem is agy calculation does not require the solution of an NP-hard

follows: quadratic assignment problem.
M N M N M N Let us view the parameters of the provider network topology
Minimize ZZQzaqkyzk +ZZZZy¢jykzwik,bﬂ in terms of matrices. Let matrice@ = {w;;}, B = {b;;}
i=1 k=1 i=1 j=1k=1I=1 anda = {«;; } represent, respectively, the bandwidth require-
M N ments, the transport cost and the access cost.uLée a
+D 0 Qi mapping ofi € {1,.., M} such thatu(i) = j, wherej e
j=11=1 {1,..,N}. In terms of Eqn. (1), we have(i) = [ if and only
N if y4 = 1. Note that a vectow = (u(1),u(2),...,u(M)),
subject to Zyij =1 for i=1,...,M (1) with u(i) < N fori = 1,..,M gives a feasible assignment
j=1 of endsystems to provider nodes. If for sorfi&; we have

The first term in the objective function expresses the totglik = o0, thenu(i) = k is not part of any feasible solution.
access cost of traffic entering the provider network. The secondNow consider the following algebraic manipulation of the
term expresses the transport cost between provider nodes. T8fgs for the access cost in Eqn. (1):

third term expresses the total access cost for traffic leaving

the provider network. The side condition ensures that each M N~ M N

endsystem is assigned to exactly one provider node. Z Qiipyir = Z Q; Z QikYik (2)
The optimization problem in Eqgn. (1) is a variant of the i=1k=1 i=1 k=1

well-known quadratic assignment problem (QAP) [16]. In this M M N

problem, which is known to be NP-hard, one assigns one item = D) wi > iy 3)

to a resource such that each item is assigned to exactly one i=1j=1 k=1

resource and each resource has exactly one item assigned to it. MM N N

In our context, items correspond to endsystems and resources = Z Z Wij Z Oéikyik(z yii) (4)

correspond to provider nodes. The difference of our problem i=lj=1 k=1 =1

to the QAP is that more than one endsystem can be connected M M N

to a provider node. Also, it is possiblgthat a provider node = Zzwij(z Zaikyik’yﬂ) (5)

has no endsystem assigned to it. i=1j=1 k=11=1

In the third and final step we construct the provider networkquality in Eqn. (2) follows since?; does not depend on
to_po_logy based on the outcome of the optimization. _Wg_ Using ; = Zjl‘il w;; gives Egn. (3). The side condition
eIu_’mnate all provider nodes that have no endsystem assignedY . — 1 in Eqn. (3) leads to Egn. (4). Finally, by
to it and that are not on a least-cost route between two provi hdjusting terms we arrive at Eqgn. (5).

nodes that are connected to endsystems. When a provider nodg;t Eqn. (5), we can rewrite the optimization problem for

is excluded, so are all the transport link incidents to the nodg,o topology of the provider network from Eqn. (1) as follows:
In Figure 3, we show a provider network topology in which

PN; has no endsystem assigned to it.AfV; is not on the MM NN
least-cost path between any of the other provider nodes, it will MIN! mize) > wi DD (i + b+ aq)yiry
be eliminated from the provider network topology. Assuming ==t k=li=1
that PNV, is part of the least-cost path fro/N; to PN;, but . N )
not part of any other least-cost path, the transport link between subject to Zy” =1 for i=1,.,M (6)
PN, and PN, is excluded. =1

The complexity of the overall entire topology construction is\e know that for a given value of and j, there is a value
dominated by the assignment of endsystems to provider nodesj and! such thaty,,y,; = 1. Let us assume that(i) and
resulting in a complexity of)(N ™). In the next section we u(j) are such thay;.i)yju() = 1. Then, with the constraints
show that the assignment of endsystems to provider nodést exactly one provider node is assigned to each endsystem,
can be computed efficiently in certain special cases, wheme must havey,,y;; = 0 for k # u(i) andl # u(j). Hence,
the access cost and the transport cost can be related accortliegobjective function in Eqn. (6) can be rewritten as
to a triangular inequality.

M M
I1l. ENDSYSTEM-NODE ASSIGNMENT AS A Zw) =Y wij(@iug) + buul) + Gui) - (7)
MATRIX-COMBINATION PROBLEM i=1 j=1

We now express the optimization problem as an equivalefttis easily verified that the functio¥ (v) is the objective
matrix-combination problem. As we will see, this represerfunction for the original problem. A minimization over all



vectors u without side conditions yields a solution to theinclude the construction method, improvements method, Tabu
topology design problem. Note that the side conditions in theearch algorithms, simulated annealing and genetic algorithms
original problem are implicitly given via the definition of the[6]. These methods use an initial solution and iteratively
u(i)'s. attempt to improve the solution by performing a local search.
In general, the reformulated optimization in Eqn. (7) isThe solutions found by these heuristics may be a suboptimal
no simpler than the original problem. However, there ar®cal minimum. We select simulated annealing as heuristic al-
special cases when the relationship between matficesda, gorithm, since it has been shown to perform well for quadratic
representing, respectively, the transport and access cost, laadignment problems [4], [20]. We also discuss a simple
to a problem with only linear complexity. heuristic that performs the assignment based solely on the
Let us choosev; such thate;,, is the smallest value access costs, and refer to this method as the greedy strategy.
among thex;;, i.e., oy, = min;j{e;;}. Then, the complexity Finally, we show how to further reduce the complexity of
of solving the optimization problem can be reduced if th¢he topology design problem by grouping geographically close

following conditions hold: endsystems into clusters, and by assigning all endsystems in
(C1) bij < by, + by for all i, j,k < N. a cluster to the same provider node.
(C2) vij > cviw, + by, for all i < M andj,v; < N. A. Smulated Annealing

_In our s_etting, condition (C1) always h(_)lds since the elements gjmylated annealing draws an analogy between problems
in matrix B are based on the calculation of least-cost pathg, statistical physics and combinatorial problems. Particu-
Hence, the triangular inequality is enforced by constructiofyy simulated annealing emulates the crystallization process
Condition (C2) is satisfied if the cost structure is such that thg cooling metal, the annealing process, in a thermal equi-

access cost outweighs the transport cost. In such a scengfigjym [14]. The procedure considers a system in thermal

_the access cost of endsysteﬁfmﬂq; is minimized by assigning equilibrium at some energy leve, and temperature:.

it to the provider node with lowest cost, nameRV,, . Then, a random perturbation is applied to the system and the
Let us now evaluate the objective functidf(u;), where ¢qrresponding change in the energy is evaluated. If the new

ur is the mapping in whichu(i) = v; for all i. To simplify  gpergy levelE; is less thanky, the perturbation is accepted

notation, we will refer tou(i) asu;. and the system evolves to a new state. If the energy level

Lemma 1: The objective functionZ(w) is minimized for jycreases, the system evolves to a new state with a probability

the mappingu(i) = v;, if the matricesa. and B are such . . E— By,
o & i that is proportionalte — ¢« . After a reasonable large number
that conditions (C1) and (C2) are satisfied, wherg, = prop g

¢ L of states have been generated and evaluated, the temperature
min;{ai; }, for i, j. is decreased and new states are generated. As the temperature
Proof. We can write the objective function as followg(u) = decreases, the probability of accepting a perturbation that
w11 (01, Fbusuy + 10, )+ - Awinr(Q1u, +bu,u,, e, )+ INCreases the energy of the current state also decreases. The
oo o (@ntuny F buspuy F Quy) + oo+ Wi (barw,, + - algorithm terminates when further perturbation do not decrease
Quprun + baruy, ). Using condition (C2) and the fact thatthe energy level.
bi; = 0 for all i, we get thatZ(u) > wii(201,, + In Figure 4, we present the simulated annealing algorithm
2y,u; ) + wi2(1e, + @20y + by + boyuy + buu,) + ...+ 0 the provider network topology problem. The temperatire
wirnr (20010, + 204,04, )- After some manipulation using With initial valueto, is a parameter that controls the evolution
condition (C1), this give usZ(u) > w11 (201, + 2b,,.,) + Of the algorithm. The initial valuey is set to a high value (in
A w12( O, F 00y Dy, )+ AW (200705, +2b0 50y, ). OUT Case, 100) and an initial solution, denotedsy We refer
As Z(ur) = wi1(2014,) + - - - + wi2(Q1oy + Q20p + byroz2) + 10 Stests Scur and S,..,, as variables that represent the best
4+ waar (2010, ), We see thatZ(u) > Z(uz), for anyw. solution, the current solution and the new solution obtained

This proves our claim. 0 inthe current iteration, respectively. We refer to the values of
the objective functions for the initial, new, best and current
IV. HEURISTIC SOLUTION APPROACHES solutions asZy, Znew, Zpest and Z...,., respectively. From

If the network does not satisfy conditions (C1) and (C2§he current solutior.,, we obtain a new solutior .., by
given in the previous section, the computational effort t§erforming a local random search throu§w ARC H (S cur).
solve the optimization problem precludes the use of exatfe local search changes the current solution by randomly
solution methods in large networks. We expect that practic@$signing a new provider node to one randomly chosen endsys-
provider network topologies must be solved for thousands &m. Given the constraints of the topology design problem,
endsystems and provider nodes. However, exact solutionsibfhe endsystem cannot be assigned to the chosen provider
the quadratic assignment problems can been obtained oARde, a new search is performed. Assuming the change is such
for problem sizes with at most0 endsystems and providerthat the endsystenk'S; is chosen and assigned to provider
nodes [6]. Thus, to solve the provider network design problefipde PN;, we can change the objective function through
for larger networks, we resort to heuristic methods. There 188 eXPression(Znew, Zeur) = 310y jp @iy (Qkt + bru, —

a large set of heuristic algorithms for solving combinatoriaky., — bu,u,) + Y ieq sy, Wik (k1 + but — Ckuy, — buuy)-
problems such as our quadratic assignment problem. Theésenew solution is accepted iN(Z,c, Zeur) IS Negative.



Simulated Annealing Algorithm (Sy, Zo, o) ; R Regons—
begin A A A?/éA/A
0
Sbest — Scur — SO A A

Zbest — Zcur — ZO

t=1g A A
repeat b OA AO ‘é*@zf f
for i=1t0 Repma: dO

Snew — SEARCH(SC,M,) Region 2 Region 3

(a) (b) ©

if A(Zeur, Znew) <0
Snew — Scu,« A Endsystem QO Centroid D Region
if Zne'w < Zbest
Spest — Snew Fig. 5. lllustration of region assignment: (a) position of endsystems and

centroids, (b) assignment of endsystems to closest centroid, and (c) resulting

Zpest < Znew assignment of regions.

endif
else
if emAZnewZewr)/t > Rand(0,1) assigns to endsysteirthe provider node;.
Snew < Scur The greedy strategy can be computed with linear complex-
endif ity. The algorithm performs well when the access cost per unit
endif of reserved bandwidth is larger than the transport cost. Under
endfor the special case considered in Section lll, when conditions
te—re-t (C1) and (C2) hold, the greedy assignment yields the optimal
until no changes in the objective function solution. Note that, with condition (C2), the lowest cost from
return Spest, Zpest endsystemES; to any provider node’N; is attained when
end ES; is assigned taPN,,. The optimality of the assignment
follows from the fact that ifES; and ES; were assigned
Fig. 4. Simulated Annealing. to PN,, and PN, respectively, the path cost fror®'S;

to ES; would be vy, + by,u, + ku,. By condition (C2),
In such a case, we also check if the best solutions: ., > iy, +bo,u; ANAAky, > gy, +by,u, @and by condition
can be improved. IA(Z,.cw, Zewr) is NON-negative, the New (C1), by, v, + bu,u,, + bupuy, = buse,- Thus, the path fronE'S;
solution is accepted with a probability that decreases wits £S5, has minimal cost ifES; and ES), are assigned to
the temperature. A uniformly distributed random number provider nodes using the greedy strategy.
Rand(0,1) is generated to decide whether the new solution Our numerical data will show that, even if condition (C2)
given by Z,ew, = Zewr + A(Zpew, Zeur) 1S accepted. does not hold for all provider nodes, thatcis;, < ., + by, &
The process to decrease the temperature uses a so-cftedomek;, the solution provided by the greedy algorithm can
geometric schedule, in which the temperature decreases istél provide good results.
geometric progressiort (= r. -t with 0 < r. < 1). We
adopted a value of 0.9 for.. At each temperature level, a fixedC. Clustering Algorithm for Endsystems
number of solutions are evaluated. The number of solutionswe can further reduce the complexity of the endsystems
evaluated at a temperature level is referred torepgtition  assignment by clustering endsystems into groups, and assign
factor, and denoted byRep,,.... This repetition factor should complete groups of endsystems to provider nodes. We will
be sufficiently large so that good solutions are found at eaesfer to a cluster of endsystems asegion. All endsystems
temperature level. The process continues until we reachifithe same region will be assigned the same provider node.
temperature where no further improvements to the objectiieus, instead of solving the optimization problem for all
function can be found. At this points, the algorithm terminatesndsystems, we solve the topology problem by assigning
and yields the solutiory.,; and the value of the objective regions to provider nodes. Our clustering algorithm exploits
function Zpes:- the geographical location of endsystems in the sense that
) endsystems that are geographically close are likely to be
B. Greedy Algorithm assigned to the same region. We assume that each endsystem
Motivated by the special case in Section Ill, we now preseitS; has Cartesian coordinatés;, s;), derived, for example,
a simple algorithm for assigning endsystems to provider nodésgm the longitude and latitude information of an endsystem.
referred to as greedy assignment or greedy algorithm. Here, Wke clustering algorithm also accounts for the traffic load of
simply assign each endsystem the provider node with lowemtdsystems. Endsystems with a high traffic load are given
access cost, thereby ignoring the transport cost when performere consideration when clusters are formed.
ing the assignment. Using the notation from Section Ill, if we We use &-means clustering algorithm [5] to assign endsys-
choosev; such that the access cas},, is the smallest accesstems into regions. The algorithm takes a numbebb&ndsys-
cost, that is,a;,, = min;j{«a;;}, then the greedy algorithm tems, with position(r;, s;) for ES; and traffic load}; for



TABLE I
ADDITIONAL NOTATION FOR CLUSTERING.

R N R N R N
R Number of regions Minimize Z Z Aicirxir + Z Z Z Z T35 Tr1aikbj
R, | Region i i=1 k=1 i=1 j=1 k=1 I=1
x;; | 0-1 decision variable that indicatesd; is assigned taP N; R N
ci; | Access cost (per.unit of traﬁip) of assignidg to PN; Ao
a;; | Reserved bandwidth for traffic frof; to G; + Z Z 3 Cil1T 41
A; Reserved bandwidth for the traffic from; to all other regions j=11=1
N
subjectto Y ;=1 for i=1,...,R (8)
each endsyste®8S; i = 1,..., M and the number of desired J=1

regions, R. As output_, the algorithm _generatd% cluster This assignment problem has complexityR ™). If the access
centers, called centroids, and an assignment of endsyst&fj§ transport cost have a relationship as discussed in Sec-
to each centroid. Initially, the algorithm randomly chooseggp |||, then the problem can be solved with linear complexity.
initial positions for the R centroids. Then, the algorithm oiherwise, the heuristic algorithms presented earlier in this

assigns to each endsystem the closest centroid, resulting ins@@tion can be used to find approximate solutions.
initial cluster assignment. For this assignment, the algorithm

computes for each cluster a new position of the centroif.;Jf V. NUMERICAL EVALUATION

is the set of endsystems assigned toktiecentroid, then the |, this section we evaluate the approaches for creating

new position of the centroidr, sx) is calculated as follows: yqhqagies for service overlay networks. In the evaluation, we
attempt to answer the following questions:

Fr = 2 msier, i « How closely do the presented heuristic algorithms, i.e.,
> ESicRy, i simulated annealing and the greedy algorithm approxi-

_ Y. mSier, i S mate the optimal solution?

Sk = S poen « What is the cost sensitivity of the algorithms with respect

to the number of provider nodes?

The new position of a centroid is weighted by the amount of ® What is the_ impact of the clustering algorithm on the cost
reserved bandwidth generated by the endsystems assigned to of the service _overlay network? _
this centroid. After establishing the new centroid position, we For our evaluation we generate a network of provider
re-associate each endsystem with a region, by again assigrif@gles using the Georgia Tech Internetwork Topology Model
to each endsystem the closest centroid. Then, we recalculEed-ITM) [22]. We produce a random graph choosing the
the position of each centroid as before. This re-associatidfré Random’ model that represents the connectivity between
is repeated until the algorithm converges. At this time, wBrovider nodes. (Note that we do not use GT-ITM to simu-
have established a membership for each endsystem anéfig the underlying Internet topology.) An edge between two
centroid for each cluster. In Figure 5 we graphically illustraterovider nodes in the random graph indicates that two provider
the clustering process. nodes have at least one common ISP.

After the assignment of endsystems to regions we can”n edge in the graph indicates that two p_rovider nodes sha_re
formulate a revised optimization problem for the topolog{* cOmmon ISP. The Pure Random model inserts an edge with

design. The revised problem assigns regions to a providdPPability P, whereP is an input parameter, called teege

node, where the access cost of a region is determined from f{@boility. The transport cost between two provider nodes,
access costs of the endsystems assigned to the region. Wef@g@rovider nodesPN; and PNj, is drawn from a uniform
0-1 decision variables;; to indicate if regionR; is assigned distribution in the rangés, 50] (for some arbitrary cost metric),

to provider nodePN;. The total reserved bandwidth from@nd li; = oo if GT-ITM does not insert an edge between
region R; to PN, takes into account the access cost of the/ovider nodesPN; and PN;. Unless stated otherwise, the
endsystem in that region and is be given by access costy;; of endsystemgsS; to provider nodePN; is

also drawn from a uniform distribution in the range50]. We
assume that each endsystem can be connected to one or several
number of provider nodes. In our numerical experiments each
2ok BSeer, endsystem can access a randomly selected sample ©60%

of the provider nodes, whereé < p, < 1 is a parameter.
The bandwidth reserved for the traffic from regioR; The reservation matrix has coefficients; that are uniformly
to region R; is referred to asai;, where a;; = (distributed in the rangél0,20] Mbps. When we show the
Dok ESweR; 21 : ES,er, Wki- The total reserved bandwidthiotal cost of a provider network generated in this fashion, we
from R; is given byA; = Zle ai;. With this notation, which present the average value of 100 cost calculations, where in
is summarized in Table Il, we can express the optimizaticeach calculation we reassign the access costs according to the
problem for regions as follows: given uniform distribution. In our experiments, we consider

Dok ESLER; e Qe

Cij =



TABLE Il 1000
EVALUATION OF SIMULATED ANNEALING FOR SMALL NETWORKS

(M =N=09).
Repetition Average Number of
factor deviation optimal

Repmaa from minimum | solutions found
(in Percent) (Total is 100)

Repetition Factor

10 6.59% 1
20 4.44% 3
30 1.41% 4
40 0.02% 7
50 0.02% 9

. . . . . . . .
10 20 30 40 50 60 70 80 90 100
Number of Provider Nodes

networks with up taV = 100 provider nodes and up t® =  Fig 6. Repetition factor required by simulated annealing to get within 1%

100 endsystems. of the optimal solution.

A. Evaluation of the Heuristics Algorithms 3 B e
First we will evaluate the performance of the simulated 2 Greedy

annealing heuristic and the greedy algorithms by comparing 28

them to the results of the exact solution of Egn. (1). For smaller
networks, we can solve Eqn. (1), e.g., using branch-and-bound
methods or similar techniques. If the network is large, we

can determine an exact solution only for the special cases
discussed in Section lIl.

1.5F

Relative Topology Cost

We compare the minimum cost according to Eqgn. (1) with e
the results obtained by simulated annealing for a small network e
with M = 9 endsystems an@ = 9 provider nodes, where %% 20 @0 0 50 60 70 80 80 100
the networks are generated as described above. For this size, Number of Provider Nodes
the thImaI solution can be CompUted reasonably qUICkly' F%rg. 7. Comparison of the topology cost of heuristic algorithms (Edge

this experiment, we set, = 1 and P = 0.5. probability set toP = 0.1).
In Table 1ll, we compare simulated annealing with the

optimal solution. The results for simulated annealing angal solution when (C2) holds.) We present the comparison in
shown for different values of the repetition fact®ep ... The  terms of the repetition factadRep.n.. needed to get within 1%
first column of Table Il gives the value of the repetition faCtOI'of the 0ptima| cost value. The results are shown in Figure 0.
The second column gives the average deviation of simulatg#e figure shows that the simulated annealing algorithm is
annealing results from the optimal solution, averaged ovgple to get within 1% of the minimum in all cases. The size
100 repetitions of the experiment. The third column depicisf the repetition factor needed to get close to the optimum
how often, among the 100 repetitions, the simulated annealifjtreases linearly with the size of the network. We remark
algorithm found the optimal solution. The results indicate tthat it has been pointed out elsewhere [4] that QAP solutions
for a repetition factor larger than 40, simulated annealing geéxhibit the same linearity of the repetition factor. As QAP and
very close to the optimal solution, and even finds the minimugur topology design problem have structural similarities, we
value of the objective function in some cases. expect to observe the same scaling properties.

Next, we consider larger networks. Here, a comparison with ) o )
the optimal solution is possible only when conditions (C1) anf- Comparing the Performance of the Heuristic Algorithms
(C2) from Section Ill are satisfied. For this experiment we Next, we consider networks where condition (C2) does not
generate networks with between 10 and 100 provider nodesld, and where obtaining the topology with minimum cost
and endsystems (with/ = N). We again use parametersis not possible. Here, we compare the cost of the overlay
pe = 1 and P = 0.5. To enforce that access nodes obetopology computed by the simulated annealing and the greedy
condition (C2), we select the access cost different from oafgorithms. As a benchmark, we also include the results of
description above. For each endsystérs;, we randomly a random assignment of endsystems to provider nodes. The
select one provider nodé’N,, and draw the valuev;,, random assignment can be seen as a lower bound for any
randomly from the interval, 50]. Then, for all other provider assignment strategy.
nodes, we set;; = iy, + by,j, thereby enforcing that We vary the number of endsystems and provider nodes
condition (C2) holds. between 10 and 100, where we dat = N. The networks

For these networks, we now compare the simulated anneate generated as described at the beginning of this section.
ing algorithm with the optimal solution (Recall, that the greedyVe show results for networks where the edge probabilities
algorithm from Subsection IV.B is guaranteed to find the optiare given byP = 0.1, 0.5 or 0.9. Further, we selegt, = 0.9;
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d;é‘g. 11. Relation between topology cost and number of provider nodes for
probability set toP = 0.9). a =05

o is not expected to perform well if condition (C2) does not
thus, each endsystem has finite access costs to 90% of gy

provider nodes. The access costs are selected as follows. For
each endsysten'S;, we randomly select one provider nodeC. Impact of the Number of Provider Nodes

PN,, and selecty;,, randomly from the intervalb, 50]. Then,  Nexi we use the simulated annealing algorithm to investi-
for all other provider nodeg # v; we randomly select values gate some properties of the provider network. In particular,
aij (fori=1,2,,..., M), also from the intervab, 50|, where - e jnvestigate the relationship of the cost of the provider
we enforce thatv,,, < aij < aiy, + by,; holds. Enforcing nepwork to the number of provider nodes. To that end, we
the additional condition makes sure that condition (C2) nevepnsider a network with 100 endsystems and a varying number
holds. of provider nodes, in the range 10 to 100. The network of
The results are shown in Figures 7, 8, and 9. We depigfovider nodes are generated as described in the beginning
cost values that are normalized by the results obtained wig this section: the reservation matrix has coefficients that are
the greedy algorithm. We call this normalized costtdative  uniformly distributed in the range [10,20] and the access costs
topology cost. Thus, the greedy algorithm always has a relativare given by a uniform distribution in the range [5,50].
topology cost equal to one. A value of two indicates that the The results are presented in Figure 10 and Figure 11. Each
cost of the topology is twice of that obtained by the greedyata point represents 100 repetitions of the simulated annealing
algorithm. algorithm. The relative topology cost is the cost relative to
The results in Figures 7-9 show that simulated annealitige cost obtained for a topology with 10 provider nodes. In
and the greedy algorithm provide similar results o= 0.5 Figure 10 we selegt, = 0.9 and in Figure 11p, = 0.5. The
and P = 0.5, but simulated annealing outperforms the greedgrovider nodes have edge probability Bf= 0.1, P = 0.5
algorithm by a factor of 1.5 fo® = 0.1. Overall, the results and P = 0.9. The results indicate that the topology cost is
of simulated annealing are generally better than the greedgnsitive to the number of provider nodes, showing a tendency
algorithm. We observe that the gain provided by our heuristio decrease with increasing number of provider nodes. This is
algorithms over a random assignment is generally in the ordexplained by the fact that increasing the number of provider
of a factor of two. The results are not sensitive to the size obdes has little impact on the transport cost. On the other hand,
the network. We note that the good performance of the greeihcreasing the number of nodes enlarges the assignment base
algorithm is surprising, since, by design, the greedy heuristior endsystems. With more provider nodes to choose from, the



in cases where a comparison with an optimal topology is
feasible, the heuristic algorithms are reasonably accurate. The
numerical data showed that a very simple greedy algorithm
provides good results.

The results presented in this paper depend on a number
of assumptions on the underlying network. Particularly, we
assume that the cost of purchasing bandwidth guarantees from
an ISP is proportional to the amount of reserved bandwidth.
A different cost structure may give different results and may
require a different solution approach.

Relative Topology Cost
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