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This paper addresses a shortcoming of the widely us
Generalized Processor Sharing (GPS) scheduling alg 1 GggépsilfvgrSCheduler

rithm which can have significant impact on the provide : . .
service, however, which has been given little attention. A Generalized Processor Sharing (GPS) scheduler is a
Since, with GPS, the service rate received by a sessiomigrk-conservingscheduler that serves the incoming traf-
proportional to the number of baadiged sessions in thefic at a fixed rater. Each session that is served by the
system, the service rate of a session may change abrugitheduler is characterized by a weight Let S;(r,t) be

if some other session becomes active. This may resulttle amount of sessiaitraffic tKat is served in the interval
abrupt increases of delay of consecutive packets. In this ¢]. Define a session dmckloggedvhenever the queue
paper, we present and analyze a new scheduler, calle}i of this session is not zero. Then, a GPS scheduler is
Slow-Start GPS (&PS), which alleviates the problem defined as one for which

S GPS is a modification of GPS where a session does not

receive its guaranteed service rate immediately after it be- Si(r, )/ Si(7,t) > ¢i/ ¢; 1)

comes active. Instead, the service rate of a session is grad-

ually increased. for any pair of sessionsandj. If B(¢) is the set of back-
. logged sessions at time instantthen every sessionin

1 IntrOdUCt_'on _ . B(t) is served at the instantaneous service rate of:

Tﬂe(?enkerahzed Processor IShanr(g‘ﬂ;S)h scheduling
method is known to support isolation and sharing in a QoS (F) — e ,
network [2, 4, 5]. In recent years many researchers have ri(t) = w’/ZiGB(U 2 @)

studied GPS scheduling in the context of packet switchin e . .
[1,2,3,6,7,9,10, 11]. GPS can provide rate guaranteesT?BerefOTe, a sessionis guaranteed a minimum service
the sessions it services. However, with GPS, a session tf€ 0fg; for any time interval that it is backlogged:

has been active for a long period of time can experience

dramatic decreases in its service rate when some other pre- gi = r¢i/z{"_1 b; (3)
viously idle session becomes active. The decrease of the =
service rates can be quite large, resulting in a possibly sj
nificant increase of the delay of consecutive packets of

active session. ; 4 ; ; ;
- ; GPS s an idealized scheduler in that it assumes that traf-

ablrrlil ﬂt“g esgyggsgv%fsggrv\\/li gg\;va:gsa\llllei:tvﬁaéeptshev%obrlgmos ic.is infinitely divisible; hence, it can serve all backlogged

pt ae - W€ Proposgedsions simultaneously. However, in reality, only one ses-
modification to GPS, called Slow-Start GPSEPS), that sjon can receive service at a time, and a packet has to be
prevents abrupt rate changes and delay increases by graGgy transmitted before another packet starts being served.
fully degrading the service rate of active sessions. Thisthys, in actual networks the operations of GPS must be
accomplished by the following modification to the origixpproximated. The most popular approximation of GPS is
nal GPS scheduling method. Whenever a session beCO’P%gket-By-Packet Generalized Processor Sharing (PGPS)
active and starts sending packets, this session is notﬁ@- hich is defined as foll (") pethed
signed the full bandwidth at once, but gradually. The nam@l which is defined as follows. Let; ;. be the departure
“slow-start” was elected to indicate that the service rate ¢ime of a packep from session under GPS. Then, PGPS
a newly active session is slowly increased when the sessieithe service discipline that transmits packets in increasing
starlts transmitting. Asd a result, the selr]\l/ice rates of prejiger ofd'P)’s
ously active sessions decrease smoothly. L. .

The remainder of this paper is structured as follows. In [4], itis proved that:
In Section 2 we discuss GPS and its packetized version, (k) (k) )
PGPS. In Section 3 we study a class of scheduling dis- di paps = digps < Lmaz/T  Vi,k (4)
ciplines that alleviate the problem of abrupt degradation
of service and we present the novélGS scheduler. In Whered(k}lGPS, d('k()*pg are the departure times of tie

Section 4 we analyze the worst-case delays WBRS. i, ;4 ket of sessionunder GPS. In other words, a PGPS
In Section 5 we define the packetized version 88S system cannot fall behind a GPS system by more than one
and show how it can be implemented using the concept glaximum packet size. In [4], it was proved that for leaky

virtual time. Since space limitations do not allow us to inhycket constrained sessions, GPS guarantees deterministic
clude examples in this paper, we refer to [8] for a set forst-case delays.

ereN is the maximum number of sessions that are be-
served by the GPS scheduler.

*This work is supported in part by the National Science Foundation 1A scheduler is work-conserving if it is not idle if there is incoming
under Grant No. NCR-9309224 and NCR-9624106. traffic to be transmitted. Otherwise, it is non-work-conserving.



® receive at once its fair, we anticipate that the service rates

of all other sessions will not drop dramatically.
0 1 In a slow-start GPS scheduler, for each new seskjon
we useT}, > 0 to specify the length of the slow-start pe-
riod, that is, the amount of time that has to pass before
sessiork is assigned its fair share of the bandwidth. If ses-
sionk becomes active dj,, its service rate is increased in
0r il the intervallty,, t, + T}|, and at time, + T}, the session
has obtained its fair share of the bandwidth. Let us de-
s i note the instantaneous service rateg;ds). A slow-start
GPS scheduler is a work-conserving scheduler that main-
tains two sets of sessionB(t) and B,,..,(t). B(t) is the
45 5 55 6 65 set of active sessions at timeandB,,..,(t) = {k|7x(t) <
ri(t)} is _th((ej Sﬁt _off all nﬁwly a}ctri]vebses;iqr&shthat_have not
; . ; ; ; et acquired their fair share of the bandwidth at time
Figure 1: Available bandwidth for Session 1 under GPSY Theqslow-start GPS scheduler is characterized by the
following properties:
. 1. The service rate of a newly active session in the slow-
2.2 GPS and abrupt decrease of service rates  start phase is an increasing function in time. THuss
When new sessions start transmitting packets, the sef{t) < 7, (t + At) < r;(t + Tp) forty <t <t+ At <
vice rates of the previously active sessions decrease+ Tj.
abruptly. This abrupt decrease, which in some cases can If sessionk is backlogged throughout the interval
be dramatic, can result in abrupt increases of delay and jit; ¢, + Ty], then after timet;, + T}, sessiork is served
ter. The decrease of service rates is a direct result of th€a rate at least as large as the service rate under GPS.
fact that, under GPS, the service rate that a session receiNgse that,,(¢) can be greater than,(¢) for t > t; + Ty.
is dependent on the number of backlogged sessions (astgjs will happen when some session (other thauris in

indicates). the slow-start
. - phase. Thu,(t) > ri(t) for ¢t > t, + Tk.
Let us present an example that illustrates how the sey- - —. a
vice rate of a session under GPS can decrease rapidly. For any two connectionsand; in B(t) — Bneu(t), we

pose that we have a switch that operates at 45 Mbps. FURVe that'i(t)/7;(t) = ¢:i/¢;, Vi.
ther suppose that the switch serves five sessions. All se%ln this paper we investigate a slow-start GPS scheduler
sions have the same weights, idy,= ¢; = ¢» = ¢3 = Where the increase of service rates is carried out linearly
#4. The guaranteed rate for every session is 9 Mbps. Lwith respecttotime. Also, we assume that the length of the
us assume that session 0 becomes active attime sec, Slow start period is |o_Ient|caI for all sessions, thaflis,=
session 1 at =1 sec,. .., session 4 at time 4sec. T, Vk. Then the service rate of a sessiog B,,.., () that

In Figure 1 we plot the bandwidth that is available t®#€comes active at timg and is continuously backlogged

session 1 in such a scenafids the figure indicates, when in the intervallt,,, t. + T is given by:
session 1 starts transmitting at time= 1 sec, it imme- fy
diately obtains its fair share of the bandwidth, which is A _ Tt .
22.5 Mbps. When sessions 2, 3, and 4 start transmitting, (t) = —7—r(®) Phe<t<THt ()
the available bandwidth for session 1 is decreased rapidly ]
to 15 Mbps, 11.25 Mbps and 9 Mbps, respectively. Thettimet = T' + t,, k is removed fromB,,.., (t) because
figure clearly shows that GPS abruptly changes the servitavill have been assigned its fair share of the bandwidth.
rates of a session whenever a new session becomesctiVée refer to this scheduler &ow-Start GPS (SGPS).

) In Figure 2 we illustrate the difference between GPS and
3 Slow-Start GPS Schedulers§*GPS) S2GPS. This figure depicts the service rate of sesgion

In GPS, changes in the service rates occur when tB& a function of time. The figure shows three events: At
set of the backlogged sessions changes. This happtf tx, sessionk becomes active, at timg, session;
when either “new” sessions become active or some sdé®comes active and at timg sessiork becomes idle. Un-
sions cease to be backlogged. When “new” sessions lder GPS, the service rate functiep(t) for a sessiork
come backlogged, they demand their share of the bangnsists of linear horizontal segments. Undé&BS the
width. This results in the decrease of the service rates sérvice rate function does not change abruptly at the points
the “old” sessions and a potential increase of delays. @time where a session becomes active or a session leaves
the other hand, when some sessions are no longer bagle system.
logged, tor|1ebservi|0e Iratﬁs of all other SESSiIO”.S have tg bef B(t) andB,,..,(t) are constant iffty,, T + t;], then a
increased abruptly. In this paper we are only intereste : ; : .
the first case. Handling of the second case can be done )?smrk € Breu(t) Is served at the instantaneous rate of.

15 -
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making the scheduler non-work-conserving. PR—- P

Our approach is based on the following basic idea: when,(t) = LA . B e <t<T+1tr (6)
a new sessiot with ¢, becomes active at time instant T > ¢
tr, (We uset, to denote the time instant when session i€B(t)

becomes active after an idle period), then the weight of this o _ )
session will be gradually increased from an initial value gind a sessiofi € B(t) — By (t) is served at the instan-
¢ = 0 toits final value g,. Since the new session will nottaneous rate of:

2The figure depicts the results for PGPS, a packetized version of GPS ; (r - Z Tk (t))
(see Section 6). Note that the fluctuations of the service rate are cause _ k€Bnew(t) . <t<T
by the fact that PGPS is an approximation of GPS. As a result, the tothf ) - - it ST ST+t
available bandwidth oscillates. i

3In Figure 3 we show how our slow-start mechanism &PS i€B(t)=Bnew(t)
smoothes the changes of the service rate. @)



sessionk Session] sessionk same as in a GPS system, as the session will receive ser-
becomes active becomesactive  becomes nactive vice at a minimum rate of;. Therefore, the difference
p—— p—— between the worst-case delays #iGPS and GPS system
. phesoal, graseot for a sessioni is obtained by evaluating the difference of |
5 service that the session receives until it is assigned its fair
g ! N share of the bandwidth. In the following we will derive the
- \ worst-case delay bound for sessions that are constrained
T s T o " by leaky buckets. _
g K stps In our analysis we take advantage of the so-called iso-
2 ! lation property of GPS (which is also retained iHG8S).
For the calculation of the worst-case delay, we consider a
/ S’GPS system where a maximum Bf sessions can be

. . Time admitted. Without loss of generality, we will calculate the
) . . worst-case delay for the-th session that starts transmit-
' ting at time0. As in GPS, in 8GPS, sessioit experi-

Figure 2: Service rate of Sessibras a function of time in €NCeS its worst-case delay when: (1) all the other sessions
GPS and 8GPS in the system are continuously backloggeauki (2) session

) k is greedy, i.e.Ax(0,t) = ok + prt. The first condition
2 keeps the maximum service rate attained by sedsit
the minimum rateg,,. The second condition is required
because the worst-case scenario will occur when a session
transmits at its maximum allowable rate.

Let Q(t) be the queue size (or backlog) of sessioat

t,

20 -

éi 15 time instant. Then we have:

| Qu(t) = 44(0.1) — Su(0.1) ®)

5 Let (5;?(t) be the delay of each arrival at time Then we
I Q) = it 80 ©

For ease of notation, we will uséy (¢) for A;(0,¢) and
Sk (t) for Si(0,t). Figure 4 depictsi;(t) and Sk (t). As

; . i ; - : Figure 4 suggesté,(¢) is the horizontal distance between
\',:v'i?#rﬁ i éga;lg?le bandwidth for Session 1 und86E'S Ag(t) and Si(t); Qr(t) is the vertical distance between
Ap(t) and Sk (t).

Equations (6) and (7) illustrate the fact that when a ses- A
sion is in the slow-start phase, the bandwidth, which cor-
responds to the difference between the fair share and the
actual service rate, is distributed among the “old” sessions.
In Figure 3 we present the available bandwidth of a ses-
sion for a2GPS scheduler witl" = 0.8 sec. The input
parameters are identical to those used for Figure 1.

One can make the following observations abciGBS.
First, equation (1) still holds for any two sessions that be-
long to B(t) — Bn.w(t). Second, in the long term, when
all sessions are active and their service rates have assumed
their steady-state values, &&PS system behaves exactly .
in the same way as a GPS system. Third, if the durationFigure 4: Relation 0by(t), Qx(t), Ax(t), andSk(t).
T of the slow-start phase is small relatively to the time
that a session is active, theA@PS will not necessarily  Under SGPS, the service rate of sessibis given by:
cause a dramatic increase to the average delay of the ses-

<3, (t) — S

Q0

Amount of Trarfic

t Time

sion. However, depending on the valuelgfwe expect the L o t<T
worst-case delay in a slow-start GPS scheduler to be larger Ti(t) = Tgk S ST (10)
than that in GPS. )

4 Analysis of SGPS The amount of trafficSy (¢, t2) that is served in the in-

. . . . tervalEl t»] and the instantaneous service rate are associ-
The linear change of service rate ih&PS increases the ated t réugh the equation:

worst-case delay of new sessions that arrive in the system:

In the following we derive bounds for the worst-case delay. ts
In S’GPS, when a previously idle session becomes ac- Si(t1,ts) = / 1 (t)dt (11)

tive, it is assigned its fair share of the bandwidth only grad- ty

ually. As a result, we expect the worst-case delay in a

S*GPS system to be larger than the worst-case delay in fh&@m (9) and (11) we have:

corresponding GPS system. For sessions that have been

assigned their fair share of the scheduler bandwidth, the t+ox (1)

worst-case delay in’&PS system is expected to be the Qi(t) = /t ri(7)dr (12)



5.2 Virtual Time Implementation of S2PGPS

In this section we present an implementation of the
S?’PGPS based on virtual times. The concept of virtual
time as a means of implementing PGPS was proposed in
[2, 4]; the virtual timeV/ (¢) in [2, 4] is used as a measure of
progress in the system. When packets arrive, the scheduler
assigns virtual time deadlines to them and serves packets
in increasing order of these deadlines. The virtual time is
set to zero at the beginning of a busy period and increases
at the marginal rate of / 3, 5(,) ¢i. Thus, during any

System busy periofty, t2], V(t) evolves as follows:

V(i) = 0 (15)

From (8) and (12) we obtain:
t+65(t)
Sk(0,1) +/ ri(7)dT = A(0,1)
t
As Si(0,t) = [} ri(r)dr:

465 (1)
o + prt = / ri(7T)dr (13)
0

Equation (13) will be used to evaluate the deldy) as

a function of timet. Hence, we are able to calculate th
maximum delay ., which is given in the following the-
orem. (Refer to [8] for a complete proof of Theorem 1.)

Theorem 1 The worst-case dela§;*** of the @y, pi.)- ov()/ot = 1/ Z Pi <t <ty (16)
constrained sessiohis: i€B(t)
T+ T <20 which yields:
§Zza.ac — 2T oy, . 20k <T< 25k29k (14) t
ok _ikka " T o ikT V(t) :/ 1/ Z ¢; dr 17)
pE 20k P = bt ieB()

provided thatg, > py.
5 A Packet-by-packet version of 3GPS

S?’GPS assumes a fluid model where traffic is infinitel
divisible. In reality, however, a scheduler can serve o
packet at a time. In this section we define the packet a{}—
proximation of SGPS, called Slow-Start Packetized Gen? (€; +7) = V(e;)+7/ Y ¢
eralized Processor Sharing of FGPS. Also, we show i€B(e;)

thuog’ﬁfnﬁf’s can be implemented using the concept of vir For thep-th packet of the:-th session, the virtual start

51 SPGPS time ') and virtual finish timeF*) are defined as:
In this Subsection, we define the packet approximation

Let us define as aaventin the system the arrival or the
departure of a packet. Let be the time that thg-th event

the system occurs. By observing th(t) is constantin
y time interval during which no events occur, we obtain:

0§T§6j+1—6j

of S’GPS, called 3GPS. 3PGPS is the scheduling dis- S%P) = max{F"V v (#{")} (19)
cipline that transmits packets in increasing order of their
finishing times under the’&PS system. Z5PS attempts FP =8P 4 1P, (20)

to approximate the fluid model as closely as possible. Note
that SPGPS is derived from2&PS in the same way thatwheret”) is the arrival time of packep and L") is the
PGPS is derived from GPS [4]. The question that aris@sngth of packep. The scheduler serves packets in in-
is whether 8PGPS is a good approximation of &&S creasing order of their virtual finishing times.

system. We will prove that this is indeed the case. Specif- An implementation of 3PGPS with virtual time is not
ically, we can show that a?PGPS system cannot fall be-straightforward and must address the following two prob-
hind from the correspondind?&PS system by more thanlems:

one maximum packet size. We will take advantage of the; .o (18) we have that the virtual tini&() is cal-

following results that are available for GPS/PGPS [4]:
1. Letp andq be packets in a GPS system at time
and suppose that packetcompletes service before
packety if there are no arrivals after time Then, the

culated as a function of th&s of the sessions. Note,
however, that the weights of the sessions in the slow-
start phase have to be modified to reflect the increas-
ing service rates that these sessions receive, and the

packetp will also complete service before the packet
q for any pattern of arrivals after time

2. LetF,, F, be the times that packgideparts from the , . )
PGPS and GPS systems, respectively. Then for al?- FOr & packep that is transmitted during the slow-
packets F _F < Lmax start phase of <'S_2GPS of a sessiork, the service

S Ep — = T rates of the session at the beginning and at the end of

3. Let S;(0,7) be the amount of service that session

the transmission will be different. Correspondingly,
receives under X&PS. Then, for all times and for the weightp,, of a sessiort will take different values

P 5 during the transmission of a packet. As (20) suggests,
each sessionS;(0, ) — 5i(0,7) < Lmax. the dgadline of a packet depre)znds ondﬂ,ge(*)f tr)1e sge%-
It is not hard to show that the above properties also ap- sion. If the¢, of sessionk is not constant over the
ply in S’GPS. This is because the proofs of these prop- transmission of a packet of the session, then it is not
erties for PGPS, which are given in [4], are not sensitive  obvious how a deadline can be assigned to this packet.

to time-dependent service rates. Thus RGPS system  \ye proceed to present solutions to these two problems.
cannot fall behind from the correspondingG@S system |n Subsection 5.3 we show how the weights of sessions in
by more than one packet size. These properties facilitatf: slow-start phase can be calculated.” In Subsection 5.4
the translation of delay bounds under ZGPS system to we show how the virtual finishing times are calculated in
the corresponding®®GPS system. S’GPS.

decreasing service rates of the other, i.e., the previ-
ously active sessions.



5.3 Definition of ¢ ()
Our goal is to define they, of every sessiork in
B, (t) as a function of timegy(t), such that:

_ b (t)
ru(t) = 6+ > ()

JEB(t)—~Brew(t) JEBnew(t)

(21)

Using (6), (7), and (21), we can calculatg(t) for every

session in the slow-start phase. We show how this can

done in the case when (i) only one sessids in the slow-

start phase, and (i) the sB{t) of the backlogged sessions

is constant in the time interv@dy, ¢, + T']. In Subsection
5.5 we discuss how this restriction can be relaxed.
To derivegy(t), recall that the service rate of session

in time interval[ty, tx + T is given by:

o
> b

i€B(t)

t—1
r(t) = =

(22)

provided that we have calculatééf})f. We will show how

gbff})f can be calculated for a sessiénin the slow-start

phase. We assume that only sesgias in the slow-start

phase and thaB(t) is constant i, tx + T7.

Let w, denote the elapsed time between the end of the
transmission of packet and the arrival of the first packet
of sessiork. Clearly, the transmission of packeends at
timet; + w,. We can calculate,, in terms ofw,_;. As
?g transmission of packgtwill start att;, +w,_; and end
Uiy, + wp, We have:

/tk+wp
tetwp—1
/tk+wp
tet+wp—1
/wp ;
Wp—1 T

Ly ri(t) dt
t—tr P ,
T Y 6

%r dt

i=1 ¥4

dt

As only sessiort is in the slow-start phase, (21) becomesyhich yields:

dr(1)

ri(t) = r 23
(0 Y. b+ on(t) (23)
i€B(t), i£k
and (22) becomes:
t— 1y P
t) = 24
i€B(t), ik
From (23) and (24) we have:
P (t) _ it P
>, b+ (1) T Y. bt o
i€B(t), i£k i€B(t), i£k
which implies:
t—ty [0 Z b
T ie;t)d”' i€B(t), ik
bult) = — = — (25)
T 3 ¢

i€B(t)

Equation (25) clearly shows thai(¢) is an increasing
function of timet. Attimet = t, + T, we have that
ox(tr + T) = ¢ which implies that sessioh will be
assigned its fair share of the bandwidth.

5.4 Virtual Finishing Time in S?PGPS

(p) N )
w, = \/QL'“T%Z—:l %y 29)

. d)(P)
However, packep is served at a rate—— <. As

> eitel);
i=1,i#£k
the transmission of the packet takes timg — w,_1, we
have:

(p)
_ TPess - (wp — wy_1) = L)
i:%;k bi + 0oy
which yields:
Lgcp) | ﬁs#k ;i
- @

Using (26) and (27), we can now devise a procedure for
S?GPS that assigns a deadline to an incoming packet of a
new session. The deadlines of packets from sessions that
are not in the slow-start phase can be directly calculated
using (20). In the following, we present pseudo-code for
the algorithm that assigns deadlines to packets from ses-

Let p be a packet of sessidnthat is transmitted during Sions that are in the slow-start phase:

the slow-start phase of sessién In this subsection we
will show how the virtual finishing time of this packet can
be computed upon the arrival of the packet. Note that the
virtual finishing time is used as the deadline with which

the packep will be tagged upon its arrival.
As (25) suggests, the weight, of a sessiork in the

slow-start phase changes during the transmission of ad
packetp of this session. We calculate an average value 6.
of the weight¢,, of the session over the transmission of 7.

the packet and we call it the “effective” valuaé’})f. Using
(b(P)
eff’

L@
asS\ + RO

eff

it is possible to calculate the virtual finishing time

In other words, we are able to use (20),

procedure AssignDeadlineTo(Packet, sessiork)
lifp=1

setwy =0
3. addsessiork to B,,eq
4. if Wp—1 < T

calculatew,, using (26)

calculate¢£’})f using (27)

assigna deadline to packetusing (20)

8. else/* the slow-start phase of sessiéns over */
9. removek from Bye,(t)

When the first packet of sessiémarrives, sessiok en-
rs a slow-start phase. Thus it is inserted{Q., (t) and



wy IS initialized to 0. Thenw, is calculated from (26) and laxing assumptior®,; we will show thatG, and G5 still

¢}, is calculated from (27). A deadline to the first packetold: WhenC, does not hold, then some previously active |
: . . . sessions are removed from the system while some “new
of the session packet is assigned using (20). Whempthesegsions are still in the slow-start phase. If an “old” ses-
th packet of sessioh arrives, the scheduler has to checkisn ceases to be backlogged, its service rate is distributed
if the session is still in the slow-start phase. This chegf 5|l remaining sessions in the system. The sessions in
cankbe garned %utfm thﬁ foIIo(\j/wr;gr\]/vayl. If the — 1h)'th By (t) Will experience a sudden increase in the service
packet eparr]ts € orket € .ﬁn I 0 ;‘) €s ow-s_tar'ijpd ase, liftes. As their service rates will increase, their delays will
wp—1 < T, then packep will also be transmitted during gecrease; hencé, will hold. However, this increase of
the slow-start phase of sessibn Thus,w, is calculated service rates will not be at the expense of the remaining

using (26) andzsi’})f is calculated using (27). However, ifseS_sio_Ps iﬂi(t)—thyﬁ]w(é)- ads th;a(iﬁetssions Wg' also 'tlalk()(le

; ; a significant part of the bandwi atwas made available.
Wp—1 >rkT then the ds]!ovvmztart phase do_f se§slol$ OVET- " Thus the smooth decrease of service rates is guaranteed in
sessionk is removed fromB,,..,(¢) and its¢ is set togr.  this case, too, and’; will hold. Hence, the slow-start na-
for all the other packets from sessibn ture of SPGPS is preserved

5.5 Relaxing the Assumption

So far we have shown how &BGPS system can be im-6 Co_nclusions
plemented by assigning deadlines to packets of sessions if" this paper we have shown that the GPS schedul-

the slow-start phase provided that the following conditio§9 discipline is unable to provide graceful degradation
hold: of service since the service rates of active sessions de-

Condition C;: Only one session is in the slow-start phas
Condition Cs: B(t) is constant if a session is in the slow
start phase.

crease abruptly when new sessions start transmitting. We
$ave proposed and analyzed a modification to GPS, called

‘Slow-Start GPS or Z5PS that remedies this problem. We

. . . have shown how ZPS can be implemented in packet-
If this assumption holds, ther? BGPS provides the fol- ,, . : ;
lowing guarantees: switched networks; the packetized version dfGPS,

2 _ ; .
Guarantee G;: The new session will experience a IineaF PGPS, can be implemented using the concept of virtual
increase of its service rate. Ime.

Guarantee GG»: The worst-case delay bounds as given iReferences
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