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Abstract 

The Distributed Queue Dual Bus  protocol, the me- 
dia access protocol of  the current I E E E  802.6 stan- 
dard for Metropolitan Area Networks, has two major 
drawbacks. First, it is not able t o  utilize the full  band- 
width. Also, it needs considerable t ime  until a f a i r  dis- 
tribution o f  bandwidth t o  the stations is achieved. I n  
this study a protocol for dual bus networks is proposed 
which does not show the disadvantages inherent t o  the 
I E E E  802.6 standard. A fa ir  distribution of bandwidth 
is obtained after a t ime  equal t o  one round-trip delay. 
Additionally, the protocol allows a full utilization of 
the available bandwidth. The  protocol is derived f rom 
a so-called yair and waste-free bandwidth allocation’ 
scheme. The  features of the new protocol can be in- 
cluded into the the existing I E E E  802.6 standard. By 
comparing the performance of the newly proposed pro- 
tocol with the I E E E  802.6 standard (including band- 
width balancing) we show that the new protocol has 
significant advantages over I E E E  802.6. 

Key  Words: Computer Networks, DQDB,  M A N ,  
Communication Protocol. 

1 Introduction 

The Distributed Queue Dual Bus (DQDB) Media 
Access Control (MAC) protocol has been adopted as 
the IEEE 802.6 Metropolitan Area Network standard 
[7]. Using fiber optic technology a DQDB network 
allows data transmission at  a rate of several hun- 
dred Mbps. DQDB has received considerable atten- 
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tion since it is the designated access protocol for the 
Switched Multi-Megabit Data Service (SMDS) [2]. 

Early versions of the DQDB protocol were unable to 
provide a fair distribution of bandwidth to stations un- 
der conditions of heavy network load [15]. The prob- 
lem was overcome by adding the so-called ‘bandwidth 
balancing’ mechanism to the protocol [5]. However, 
the bandwidth balancing mechanism has two known 
major drawbacks. First, bandwidth balancing forces 
the network to leave a certain percentage of the avail- 
able bandwidth unused. In addition, bandwidth bal- 
ancing needs considerable time until a fair distribution 
of bandwidth to the stations is achieved. 

In this study, we introduce a protocol for dual bus 
network. The new protocol does not show the disad- 
vantages inherent to the bandwidth balancing mecha- 
nism. A fair distribution of bandwidth is obtained af- 
ter a time corresponding to one round-trip delay. Ad- 
ditionally, the protocol allows to utilize the full band- 
width of the network. The protocol is highly adaptive 
to changes in the network load. 

Several methods to improve the DQDB protocol 
have been proposed in recent years. Some proposi- 
tions attempt to enhance the bandwidth balancing 
mechanism [12, 141. Other studies substitute band- 
width balancing by an alternative fairness mechanism 
[3, 4, 6, 8, 9, 121. An excellent summary of the litera- 
ture on DQDB is given in [13]. 

The paper is organized as follows. In section 2 we 
briefly overview the DQDB (IEEE 802.6) protocol. In 
section 3 we formally derive new properties of optimal 
bandwidth allocation schemes for dual bus networks. 
In section 4 we use the results from section 3 to define 
a new protocol for dual bus networks. We refer to the 
new protocol as DQDB+/-. In section 5 we compare 
the performance of DQDB+/- with the IEEE 802.6 
standard. In section 6 we conclude our results. 
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2 The DQDB (IEEE 802.6) Media Ac- 
cess Protocol 

A dual bus network consists of two unidirectional 
buses with data flow in opposite directions. One bus is 
denoted by bus A and the other by bus B. A slot gen- 
erator at the head of each bus emits empty fixed sized 
slots at a constant rate. Each station is connected to 
both buses. A station transmits data by filling in an 
empty slot. Note that due to the topology of the dual 
bus each node has to make a routing decision whether 
to use bus A or bus B for transmission according to 
the physical location of the destination station. Since 
the architecture of a dual bus network is symmetric 
we will focus on data transfer on bus 4. 

protocol prevents the stations close 
to the head of a bus from acquiring all empty slots by 
implementing a reservation scheme. A station having 
a segment ready for transmission (on bus A) notifies 
the stations closer to the the head of bus A by sending 
a reservation request on bus B. 

Each slot contains two access fields: a busy bit and 
a request bit. A slot, with the busy bit set indicates 
that the slot contains data. The request bit set indi- 
cates a reservation request. If a station writes data 
into an empty slot it sets the busy bit. A reservation 
request is submitted by setting the request bit. 

Each station keeps a queue of untransmitted seg- 
ments for data transfer on a particular bus. Only the 
segment at  the head of the queue is allowed to sub- 
mit a request on the bus. Note that setting the re- 
quest bit may be delayed since a station has to wait 
for a slot on bus B which has the request bit not set. 
A station determines its turn to transmit a segment 
with two counters: the request counter (RQ) and the 
countdown counter (CO). If a station is idle, i.e., the 
station does not have any segments to transmit, it in- 
crements RQ for each passing slot on bus B with the 
request bit set and decrements RQ for each empty slot 
the station detects on bus A. On arrival of a segment 
to a station the station becomes active. RQ is copied 
to CD and then set to zero. Then, RQ resumes in- 
creasing its value for each slot on bus B having the 
request bit set. CD is decremented for each empty 
slot passing the station on bus A. If CD reaches zero 
the station takes the next empty slot for transmission. 

The DQDB protocol is not able to achieve an equal 
distribution of the bandwidth among the stations if 
the network is heavily loaded [15]. The so-called band- 
width balancing mechanism [5] achieves a fair distri- 
bution of the bandwidth and was added to the IEEE 

The DQDB 

We will w e  ‘DQDB’ and ‘IEEE 802.6’ synonymously. 

802.6 standard. The bandwidth balancing mecha- 
nism enforces that each station uses only a fraction 
of the available bandwidth for transmissions. This 
is achieved by incrementing the request counter each 
time after BWB-MOD transmissions of a segment. 
A DQDB network with bandwidth balancing has two 
major drawbacks. First, it cannot utilize the entire 
bandwidth. Secondly, the bandwidth balancing mech- 
anism needs considerable time until a fair distribution 
of the bandwidth to the stations is reached. 

3 Fair and Waste-F’ree Bandwidth Al- 
locations 

In this section we derive some properties of a band- 
width allocation scheme for dual bus networks. We 
show the existence of a unique bandwidth allocation 
scheme which guarantees fairness and utilizes the full 
bandwidth. We present a distributed version of this 
scheme. The theoretical results from this section are 
directly applied in the following sections where we pro- 
pose a multi access protocol for dual bus networks. 

Definition 1 Let N = {1,2,. . ., n} be a set of sta- 
tions. Let A i  (Ai  2 0) and Ti (0 5 yi s 1) de- 
note the arrival rate and the throughput of station 
i (1 

1. 

2. 

3. 

4. 

5 i 5 n), respectively. 

A bandwidth allocation is a relation R = 
{ (Ai ,~ i ) ;  1 5 i 5 n} such that: 

A fair bandwidth allocation satisfies: 

(a) (Vi,.i)(l ,< irj  5 n) : (Ai < + Ti 5 7 j ) ,  
and 

(b) (Vi,j)(l 5 i , j  5 n) : ( A i  = A j  + ̂ /i = T j )  

A strongly fair bandwidth allocation satisfies: 
(3a* > O)(Vi)(l 5 i 5 n) : ((Ai 5 a* + 7i = Ai )  
A(Ai > a* + ~i = a*)). 

A wade-free bandwidth allocation satisfies: 
n n n 

n n 

(b) If CAi 2 1, then C y i  = 1. 
i= l  i=l  
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The fairness condition guarantees that a station does 
not obtain more bandwidth than a station with a 
higher arrival rate, and stations with the same arrival 
rate obtain the same throughput. Strong fairness ad- 
ditionally guarantees that stations with an arrival rate 
less than a threshold value obtain all the bandwidth 
they need. Note that the condition for strong fairness 
implies fairness. 

Remark: The bandwidth allocation in IEEE 802.6 
without bandwidth balancing is waste-free but not 
fair. IEEE 802.6 with bandwidth balancing is strongly 
fair but not waste-free. A bandwidth allocation which 
assigns the bandwidth proportional to the arrival rates 
[12] is fair but not strongly fair. 

Ideally, a bandwidth allocation is both strongly fair 
and waste-free. The following theorem is very useful 
in finding a fair and waste-free bandwidth allocation. 

Theorem 1 For each set of arrival rates there exists 
exactly one strongly fair and waste-free bandwidth al- 
location which is determined b y  the solution of the fol- 
lowing system of equations: 

1- cxj 

with 

where U denotes the set of station indices which sat- 
isfy their bandwidth demands, and 0 denotes the set 
of station indices where the arrival rate of segments 
exceeds the allocated bandwidth. A complete proof of 
the theorem is given in [lo]. 

In the following theorem we show that the strongly 
fair and waste-free bandwidth allocation can be ob- 
tained in a distributed manner. The correct alloca- 
tion can be obtained even if each station has only lim- 
ited information about parameters of other stations. 
This allows us to present a distributed access proto- 
col which implements the strongly fair and waste-free 
bandwidth allocation. 

Definition 2 For each station i (1 5 i 5 n)  define 
Ai,I ' i  and Oi by: 

(4) 

( 5 )  

Theorem 2 Given a strongly fair and waste-free 
bandwidth allocation. Then, i E 0 if and only if 

(7) 

The proof can be found in [lo]. 

Corollary 1 The strongly fair and waste-free band- 
width allocation can be obtained from equations (3) - 
(7). 

In the following sections we will use the results of 
this section to present a protocol which achieves a 
strongly fair and waste-free bandwidth allocation. The 
protocol will be derived from the distributed version of 
the strongly fair and waste-free bandwidth allocation 
implied by Theorem 2. 

4 DQDB+/-: A Fair and Waste-Free 
Access Protocol 

Based on the results of section 3 we present a new 
media access protocol for dual bus networks. The pro- 
tocol, referred to as DQDB+I-, has the same hard- 
ware requirements as the DQDB (IEEE 802.6) access 
protocol. Therefore, the features of the DQDB+l- 
protocol can be included into the current IEEE 802.6 
standard [7]. We will show that the new scheme has 
several advantages over DQDB (with bandwidth bal- 
ancing), such as: 

better adaptation towards changes of the network 
load, 

full utilization of the bus, 

better performance at high transmission speeds 

Here we consider only uni-priority traffic2. We dis- 
cuss the design concepts of DQDB+l- and present 
an implementation of the scheme. 

When discussing the access scheme, we consider 
only data transmission on bus A since channel access 
for data transmission on bus B is symmetric. We use 
the station index to denote the relative physical d i s  
tance to the slot generator of bus A. So, station 1 
denotes the station closest to the slot generator of bus 
A, station 2 the second closest station, etc.. The sta- 
tions with greater index than station i are referred to 
as the downstream stations of station i ,  stations with 
smaller index are referred to as the upstream stations. 

and/or physically long buses. 

'Multiple priorities are treated in [ll] 
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4.1 Design Concepts of DQDBt/- IOil: number of overloaded stations downstream 
on bus A, 
arrival rate of segments to station i .  As mentioned in section 2, the DQDB protocol 

sends one reservation request for each segment to be 
transmitted. As a result, high contention for data 
transmission is reflected in high contention for sending 

Ai: 

4.2 Implementation of JJQDB+/- 

reservation requests. 
DQDBtl- departs from this scheme by following 

an access scheme which is adopted from the strongly 
fair and waste-free bandwidth allocation of section 3. 
In DQDBtl-,  stations are partitioned into two sets: 
the set of overloaded stations and the set of under- 
loaded stations, respectively. An underloaded station 
obtains all the bandwidth it needs for transmission. 
An overloaded station cannot satisfy its bandwidth re- 
quirements, and it obtains the same bandwidth as all 
other overloaded stations. We denote the bandwidth 
which can be allocated by an overloaded station as a 
share or a quota. 

Both underloaded and overloaded stations use bus 
B to send reservation requests to upstream stations. 
However, only underloaded stations send a reserva- 
tion request for each segment following the same pro- 
tocol it5 DQDB. If an underloaded station becomes 
overloaded, it stops sending reservation requests, and 
sends a signal on bus B to notify the upstream sta- 
tions that it is overloaded. Once the signal is set, no 
more reservations are sent. If an overloaded station 
becomes underloaded, it sends an opposite signal on 
bus B to indicate that it is underloaded. Then the 
station resumes sending reservation requests, one for 
each segment. 

Before a station is allowed to transmit a segment 
it has to consider all reservations from downstream 
nodes. For each reservation request and for each over- 
loaded station downstream the station has to leave an 
empty slot on bus A. 

The advantages of this reservation scheme over 
IEEE 802.6 are twofold. First, there is little or no con- 
tention for sending reservation, since overloaded sta- 
tions do not transmit reservation requests. Secondly, 
since a received overload signal acts like a permanent 
reservation request, a station is able to obtain a quota 
of the bandwidth in one round-trip delay. 

From Theorem 2 we know that a necessary and suf- 
ficient condition for a station i to be overloaded is 
given equation (7). Note that we use the station in- 
dex to denote the relative position of a station on bus 
A. Therefore, the values of equation (7) are given by: 

rate of busy slots seen by station i, 
rate of reservation requests received by 

I'i: 
Ai: 

The overhead of implementing DQDBtl-  com- 
pared to an implementation of IEEE 802.6 consists 
in two additional bits in the slot header, referred to 
as the plus bit and minus bit, and in a few additional 
counters3. The slot header in DQDBtl-  therefore 
contains a busy bit, a request bit, a plus bit, and a 
minus bit. The busy bit and the request bit are used 
as in DQDB. The busy bit is set by a station when 
inserting data into the slot. The request bit is set to 
transmit a reservation request for a single segment. 
The plus bit is set by a station to indicate that it is 
overloaded, and the minus bit is set by a station to 
indicate that it is underloaded. 

Each station determines its turn to transmit a seg- 
ment with four counters, the request counter (RQ), the 
countdown counter (CD), the overload request counter 
(ORQ) and the overload countdown counter (OCD). 
RQ and CD have the same functions as in the DQDB 
protocol. An idle station, i.e., a station that does not 
have a segment queued for transmission, increments 
RQ for each passing slot on bus B with the request 
bit set. ORQ is incremented for each passing slot on 
bus B with the plus bit set, and decremented by one 
for each slot with the minus bit set. For each empty 
slot passing by on bus A the station decrements RQ 
by one as long as RQ is greater than zero. 

If a segment arrives at an idle station, the contents 
of RQ and ORQ are copied to CD and OCD, and both 
RQ and ORQ are set to zero. Now, RQ is incremented 
for each set request read on bus B. ORQ is incremented 
for each set plus bit and decremented for each set mi- 
nus bit. If a minus bit is rea 
zero, OCD is decremented by 
on bus A, CD is decremented by one. 
the station decrements OCD by one, 
ORQ by one. If an empty slot is rea 
and OCD are zero, the empty slot is use 
sion of the segment. If the station 
waiting for transmission, RQ and 
CD and OCD, and then set to zero. 

A station can be in one of 
OL and OL'. A station is und 
and U L' , and it is overloaded in st 

3The plus and minus bit can be Mxommodated in the two 
unused bits of the access control field in an IEEE 802.6 slot 

station i, header [7] 
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underloaded 

overloaded 

Table 1: State Description of DQDB+I-. 

State Type of Reservation 
UL send reservation requests 
UL' set minus bit, 

send reservation requests 
OL delete request queue, 

no reservation requests 
OL' set plus bit 

no reservation requests 

overload 

overload 

underload 
conditwn 

Figure 1:  State Transitions in D&DB+l-. 

Each station in state U L  sends one reservation re- 
quest for the segment on top of the queue of untrans- 
mitted segments. This is done by setting the request 
bit in a slot on bus B. Setting the request bit may be 
delayed since a station cannot set the request bit if 
it is already set. Therefore, each station maintains a 
queue REQ-QUE of untransmitted request bits. 

If a station in state UL becomes overloaded, it en- 
ters state OL* and attempts to set the plus bit in a 
slot on bus B. No more reservation requests are trans- 
mitted. If the station becomes underloaded before the 
plus bit is set, it returns to state U L ,  and resumes 
sending reservations. Otherwise, the station enters 
state OL and sets RE&-QUE to zero. If a station 
in state OL becomes underloaded, it enters state UL' 
and resumes sending reservation requests. In state 
UL' a station attempts to set a minus bit on bus B. If 
the station becomes overloaded before the minus bit 
is set, it re-enters state OL. Otherwise, it enters state 
U L .  

The states with the respective strategies for reserv- 
ing slots are summarized in Table 1. Figure 1 de- 
picts the state transition diagram. Each station 
determines by itself whether it is overloaded or un- 
derloaded. The rates needed to calculate equation 
(7) are obtained from the values of counters. Most 
of the required information is already stored in coun- 

ters RQ, CD, RQ, and CD. Three additional counters 
are needed. NoSeg contains the total number of seg- 
ments queued for transmission, SlotCtr is incremented 
for each arriving slot on bus B, and Bsy is incremented 
for each busy slot read on bus A. A station determines 
its state each time Basis slots have passed by on bus 
B (SlotCtr = Basis). Then it calculates: 

(8) 
Basis - Bsy - RQ - C D  

O R Q + O C D + l  ' 

and sets counters SlotC'tr and Bsy to zero. Quota 
provides the local value of a share of the network 
load, that is, the maximum number of slots a sta- 
tion can transmit during a period of Basis slots. If 
NoSeg > Quota, the station is overloaded, otherwise 
the station is underloaded. If a state change has oc- 
curred, the station takes the appropriate action as de- 
scribed above. 

Remark: The performance of the protocol is quite 
insensitive towards the choice of Basis. Since the prop- 
agation of information in a dual bus architecture is 
limited by the round-trip delay, we set Basis to the 
sum of the slot lengths of bus A and bus B. Then, 
Quota denotes the maximum number of segments each 
station is allowed to transmit in a round-trip delay. If 
Basis is chosen large each station i will calculate Quota 
closer to the right-hand side of equation (7), but it will 
react slower to changes in the network load. Small 
values for Basis increase the reactivity of a station to- 
wards load changes, but the calculation of Quota as 
an estimate of equation (7) will be less accurate. 

Quota = 

5 Comparison of DQDB+/- with IEEE 
802.6 

To evaluate the performance of DQDB+I- we com- 
pare our protocol with the DQDB (IEEE 802.6) pro- 
tocol (including bandwidth balancing). The perfor- 
mance comparison is done by simulation. We use a 
simulator for dual bus networks which is presented in 
[ l ] .  Two types of simulations are presented. Simula- 
tions of short periods allow to study how the proto- 
cols adapt to changes in the network load. Long term 
simulations provide mean performance measures of a 
network under fixed traffic assumptions. 

5.1 Transient Behavior During File 
Transfers 

For illustrative purposes we study a network with 
three active stations. The distance between adjacent 
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Slot time 

Figure 2: File Transfer with DQDB+l- (Basis = 
100; Round-trip delay = 100 slots) 

0 2ooo 4oai 6Ooo 8wo loo00 12m 14Ooo 
Slot tima 

Figure 3: File Transfer with 
IEEE 802.6 (BWB-MOD = 8; Round-trip delay = 
100 slots) 

stations is assumed to be 25 slots. The total round- 
trip delay of the bus is given by 100 slots. All sta- 
tion start file transfers at different times. At t = 0 
the network is empty, at  t = 1000 station 1 starts to 
transmit 6000 segments, at  t = 2500 station 2 starts 
to transmit 4000 segments, and at t = 5000 station 
3 starts to transmit 1000 segments. We measure the 
throughput of a station, i.e., the number of transmit- 
ted segments, once per round-trip (every 100 slots) for 
a period of 14000 slots. Figure 2 shows the results 
for the DQDB+l- protocol with Basis = 100. For 
comparison, we show in Figure 3 a simulation of the 
same scenario in a IEEE 802.6 network with a band- 
width balancing modulo of BWB-MOD = 8 '. We 
see that DQDB+l- immediately adapts to changes 
of the network load. Moreover, the full bandwidth is 

' E W E M O D  = 8 is the default value in the IEEE 802.6 
standard [7]. 

Figure 4: File Transfer with DQDB+l- (Basis = 
400; Round-trip delay = 400 slots) 

h U  

Figure 5:  File Transfer with 
IEEE 802.6 (BWB-MOD = 8; Round-trip delay = 
400 slots) 

utilized. IEEE 802.6 does not only waste a certain per- 
centage of the bandwidth, but also takes considerable 
time until each station obtains the same share of the 
bandwidth. Note that the drawbacks of IEEE 80 
result in longer transmission delays of the stations. 

The advantages of DQDB+l- over IEEE 802.6 b e  
come more apparent when the slot distance between 
the stations is increased. Increasing the slot distance 
corresponds to increasing the physical 
tween stations, or equivalently, increasi 
mission speed of the network. We pr 
simulation scenario for a network wit 
of 100 slots between two adjacent stations. Figures 4 
and 5 present the results of DQDB+l- (with Basis = 
400) and IEEE 802.6 (with BWB-MOD = 8). 
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Experi- 
-ment 

Table 2: Simulation Parameters. 

5.2 Steady State Behavior for Fixed 
Workloads 

We simulate a dual bus network with 10 stations for 
a duration of 5 million slots. The parameters that de- 
fine the workload of the network remain unchanged for 
the entire simulation. We present several experiments 
where in each experiment the following parameters are 
varied: 

m : number of segments per message, 
p : total traffic load of a bus, 
A : slot distance between stations. 

We measure the traffic on both buses. The traffic 
load, p,  is the same for both bus A and bus B. We 
assume that traffic between each two stations is the 
same for all stations. Then, the traffic load of a station 
on a particular bus is proportional to the number of 
downstream stations on that bus. Note that the most 
downstream station on bus A (B) does not generate 
any traffic for bus A (B). The time between arrivals 
of messages to a station are exponentially distributed. 
We present results of simulation runs with the param- 
eters shown in Table 2. We focus on presenting results 
for the mean delay of a message, that is, the time from 
the arrival of a message to a station until the last seg- 
ment of the message is transmitted. 
The delay is given in slot time units. For IEEE 

4mt 

JEEE 8026 (0.65) + 

JEEE 8026 (0.75) -i)- 
lEEE 8026 (0.85) -A- 
DQDB +/- (0.65) + 

1 
I 

1 2  3 4 5 6 7 8 9 10 
atution 

Figure 6: Mean Message Delay (Experiment I). 

802.6 we assume a bandwidth balancing modulo 
BWB-MOD = 8. For DQDB+/- we set Basis 
equal to the round-trip slot delay (see section 4.2), 
i.e., Basis = 36 if A = 2, and Basis = 180 if A = 10, 
respectively. 

In Figures 6 and 7 we depict the mean message 
delays for Experiments I and II, respectively. The 
traffic load of each bus is varied from p = 0.65 to p = 
0.85. It shows that DQDB+/- achieves significantly 
lower mean message delays for all traffic loads. 

6 Conclusions 

We presented a new protocol for dual bus networks, 
referred to as DQDB+l-, which does not show the 
disadvantages of the IEEE 802.6 protocol. The new 
protocol is based on theoretical considerations in sec- 
tion 3. There we showed the uniqueness of a fair 
bandwidth allocation scheme that utilizes the entire 
bandwidth. We described the DQDB+I- protocol in 
section 4. We showed that at the cost of two addi- 
tional bits in the slot header, DQDB+l- is able to 
achieve a fair distribution of the bandwidth in one 
round-trip delay. The behavior of the protocol was 
compared to the IEEE 802.6 protocol with bandwidth 
balancing. We demonstrated that DQDB+l- is su- 
perior to IEEE 802.6 in many aspects. It converges 
faster to a fair distribution of the bandwidth to the 
stations and is able to utilize the full bandwidth. We 
showed that the transmission delays can be reduced by 
using DQDB+I-. The advantages of DQDB+I- over 
IEEE 802.6 are even more apparent for large networks 
and high transmission speeds. The current IEEE 802.6 
standard can be upgraded to include the features of 
DQDB+l-. 

IEEE 8026 (0.75) 
IEEE 8026 (0.85) -A- 
DQDB +I- (0.65) + 

DQDB +I- (0.75) * 
DQDBS(O.85) + 

I 
1 2  3 4 5 6 7 8 9 10 

st.cion 

Figure 7: Mean Message Delay (Experiment 11). 
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