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ABSTRACT

The performance of interconnected networks is highly
dependent on the performance of the gateways. Since the
finite storage capability of gateways effects the throughput it
has to be considered for the analysis of interconnected net-
works. Different configurations of networks are studied: i)
Gateways and the channels of local area networks have no
buffer capacity constraints, ii) Only gateways have buffer
capacity constraints, iii) Only the channels of local area net-
works have buffer capacity constraints, iv) Both gateways
and the channels of the local area networks have buffer capa-
city constraints. An approximation method is introduced
which atlows to compute the throughput for the above net-
work configurations. Examples are given to demonstrate the
impacts of gateway buffer capacity on the performance of
the network. Approximate results are compared and validated
by simulation.
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1. Introduction

The interconnection of heterogeneous local area networks is accom-
plished by dedicated processors, i.c. the gateways, attached to each net-
work. The gateways are the interface between the local and long haul
network. They perform necessary protocol conversion, implement flow
control algorithms and route packets over the long haul network. Addi-
tionally, gateways act as a buffer between networks with different
transmission rates. Recent technological advances changed the paradigm
of slow long distance communication and (relatively) fast communication
in a local area metwork. The task of a gateway is more difficult when
communication has to be maintained between local area networks with
different transmission capabilities, e.g., "classical” ethemet type networks
exchanging data with high speed local area networks. On the other hand,
the imbalance of fast local transmission rates and slow long distance
transmission rates may be reversed, e.g., a metropolitan area network
backbone with a capacity exceeding by far the transmission rates of the
local area networks connected to the backbone. In the near future, several
communication systems from different generations will coexist. Internet-
work design has to consider the implications of different transmission
speeds of the metwork components. Otherwise, the system will suffer
from throughput decrease due to link congestion and packet loss caused
by overflow of the gateway buffers.

Few performance studies of gateways in interconnected networks
have been done so far. Exley and Merakos {9,10) study two intercon-
nected broadcast networks by simulation and obtain stability conditions

for the network load. They compute values for packet delays under
different network access strategies. Lazar and Robertazzi [14) investigate
flow control issues using a queueing model of two interconnected net-
works. Ben-Michael and Rom [6] study two Aloha networks connected
via & gateway. By assuming unbounded buffer capacities o( gateways
they derive analytical formulas for throughput and queueing delgy.
Varakulsiripunth et. al. [16] analyze a special flow control policy which
constrains the amount of traffic accepted by a local area network, They
consider the finite buffer space of the gateways and obtain blocking pro-
babilities at the gateways. Heath [11] simulates high speed local area nct-
works and demonstrates the importance of performance decrease due to
finite buffer capacity stations. Cheng and Robertazzi [8] give an overview
of recent studies on performance analysis of interconnected networks.

In this paper we present analytical solutions for different network
configurations to demonstrate the effect of finite buffers of gateways and
network access units on the performance of the network. The paper is
organized as follows: in section 2 we introduce a classification of
different network configurations. For these configurations we develop
queueing models in section 3. In section 4 we present analytical solutions
for the queueing models. Numerical examples are given in section 5. We
demonstrate how the performance of the network is affected if certain
parameters are varied. Conclusions are given in section 6, The algorithm
we use to solve load dependent queueing networks with finite capacities
is explained in detail in the Appendix.

2, System Description

We consider interconnected packet switching networks with several
local area nmetworks connected by a long haul network. The local area
networks are connected to a long haul network by gateways as shown in
Figure 1.
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Figure 1. Interconnected Network.
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In the network theze are two different types of communication:

i)  Communication between hosts of each local area network
(intranetwork traffic).

Communication between hosts at different local area net-
works (internetwork traffic).

Hosts in the same local area network communicate with each other
using a shared broadcast channel. The channel is accessed by the hosts
via an interface, so-called network access unit (NAU). Based on com-
munication protocols considered in this study only one packet is allowed
to be sent on the channel at a time. If a host wants to transmit a packet
to another host in the same local area network it forwards it to its NAU,
The access protocol of the local area network decides which packet will
be transmitted on the channel next. All packets in NAU of the hosts can
be seen of waiting in a global queue for accessing the channel. Though
physically still residing at the hosts (in the buffers of the NAU) these
packets belong logically to the broadcast channel. Once a packet obtains
access to the channel it is immediately transmitted to the destination host,
if source and destination hosts belong to the same local area network. If
they do not belong to the same local area network, the packet is put into
the NAU of the source local area network. The channel sends the packet
to the gateway of the source local area network. The gateway then
transmits the packet to the gateway of the destination local area network
which forwards the packet to the according host through its broadcast
channel. The packet has to obtain access to the broadcast channel com-
peting with intranetwork packets.

We investigate four different network configurations based on
buffer capacity constraints of channels and gateway buffers.

o Configuration I: No Capacity Constraints

Gateways and channels are able to store an infinite number of
packets. Even though the infinite buffer capacity assumption is
unrealistic we take this configuration into consideration for the sake
of comparison with other configurations.
o Configuration II: Gateways with Capacity Constraints

If a gateway has a buffer capacity for storing only a limited
number of packets for transmission on the long haul network, it is
possible that the storage capacity will be exhausted. In this case no
more packets are allowed to be forwarded to the gateway because
of the buffer overflow problem. All hosts wanting to transmit inter-
network packets using this gateway have to wait until a space will
become available in the buffer of the gateway. This type of situa-
tion occurs if the transmission rate of the local area networks is
much higher than the transmission rate of the internetwork. High-
speed local networks (HSLN) are a representative example where
the high speed of the local area network may cause buffer
overflows at the gateways. A low transmission rate for intemetwork
traffic such as in packet switched satellite networks has the same
effect.

o Configuration III: Channels with Capacity Constraints

The finite buffer capacity of the channel may cause that each chan-
nel is congested. A gateway, for instance, cannot deliver a packet
to a host because the access to the channel is not possible due to
its congestion. The congestion of the channel can also effect the
hosts within each local area network transmitting packets to each
other. Heavily loaded local arca networks are a representative
example for this type of configuration.

o Configuration I'V: Channels and Gateways with Capacity
Constraints

This configuration is a mixture of configurations Il and III. In
addition to the performance decrease as in the two above cases, a
backlog of untransmitted messages can be observed in a network
with a high rate of internetwork transmissions. Suppose, a local
area network is congested and packets received by a gateway can-
not be forwarded locally. After some time the buffer capacity of
the gateway will be exhausted. As an effect, internetwork packets
cannot be transmitted to that particular local area network. They

i)
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have to remain in their local area network until a space will
become available in the congested destination local area network.
In this way the congestion may propagate from one local area
network to another local area network and may effect the entire
intemetwork communication. Consequently, the performance of
each individual local area network will decrease. In the worst case
a deadlock situation may occur where no packets can be transmit-
ted at all.

3. Modeling

We develop queucing models for different configurations described
above. The model of the interconnected network consists of M local area
networks denoted by LAN,, for m = 1,.., M. Each LAN,, contains a sta-
tion for broadcast channel CH,, and a fixed number R, of host stations
H,, for r =1,..,R,. Each LAN,, has a gateway station which is com-
posed of an input queue GW, ;, and an output queue GW,, ,,, as shown
in Figure 2.

4 GWm,out
from to remote
LAN_ » gateway
ILQAN &__O_:} < trom remote
m gateway
. GWm,in J

Figure 2. Queueing Model of a Gateway.
The detailed model of a local area network is given in Figure 3.
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HM'H .
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CH,,
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Figure 3. Queueing Model of a Local Area Network.

All host stations H,,y, Hya, . . ., Hyg_ put their packets to the buffer of
the according channel CH, which represents the broadcast channel of
LAN,,. From CH,, the packets are routed to either one of the host sta-
tions Hpy, Hpa . . .. Hur 01 to the according gateway GWp, o A sta-
tion of type GW, ;, transmits all its output to CH,,. Internetwork connec-
tions are established by routing from a station GW,, ,,, to one or more
stations GWI Jin G # m).

The complete model of the interconnected network has N total
number of stations where N is composed of:

N

M
{ X, number of hosts in LAN,, } + {number of channels)

m=1

+ {number of gateway queues}

M
Y R +M+2M

m=1

The load of the interconnected network is determined by the fixed



number of packets traversing the network at a time and is denoted by K.
In our model packets are routed with fixed probabilities. The service time
of all stations is exponentially distributed. The scheduling discipline of
all stations is FCFS. All stations CHy, GWy ;s and GW,, ,,, may have a
finite buffer size denoted by Bex_, Bow,, » 80d Bow_ _, respectively. The
host stations are assumed to have no buffer constraints
By = infim=12.,M; r=12,.,R,). Buffer overflows are han-
dled as follows:

A packet in any station is not allowed to leave if the destination
station is full, i.e. the number of packets in the destination station
is equal to its buffer capacity. In this case, the packet is blocked in
the current station until a packet in the destination station is
transmitted and a buffer becomes available.

The complete queueing model of the interconnected network has the
structure as given in Figure 4. For the sake of simplicity we give a model
with only M = 3 local area networks.

Figure 4. Queueing Model of the Interconnected Network.

4. Performance Analysis

In this section we present analytical solutions providing throughput
values for interconnected networks. Since we are primarily interested in
studying the performance of interconnected local area networks due to
gateway buffer constraints we introduce an approach which allows a
separate analysis of intranetwork and internetwork traffic. The analysis
of the suggested network configurations will be carried out in two steps.
First, we analyze the performance of each local area network indepen-
dently. Second, we obtain the overall performance of the interconnected
network by analyzing the internetwork communication. This approach
does not only have the advantage of separating the analysis for different
types of traffic, i.e. intra- and internetwork traffic, but also reduces the
computational complexity of the analysis and allows us to analyze inter-
network traffic under different workload without re-doing the computa-
tions for the entire network.

The queueing models of the configurations described in section 2
are different due to buffer size restrictions of gateway and channel sta-
tions. The following restrictions apply:

e Configuration I: Ba,_=BGw_J. = BGW_” = o0

o Configuration II : BGW_‘,‘ < K; BGW~~< K;Bey = =
e Configuration III : Bey < K;BW_J. = Bow_._‘= oo

¢ Configuration IV : Bc,,_< K:Bw_h <K;BGW_W<K

for m =12,.M
In the following we discuss the the solutions for each configuration,

1206

4.1. Configuration-I-Networks

Networks of Configuration [ fulfill the requirements for a product
form network [5], ie., all stations have exponential service times,
scheduling is according to FCFS and all buffers are infinite. Hence,
analytical methods like mean value analysis, in short form MVA [13],
can be applied. In the following we discuss our approach which is based
on {7].

For each LAN, (1sm SM) we construct one flow-equivalent
composite station representing the stations Hyy, Hez - ... Hez, and
CH,. We refer to the flow-equivalent station for LAN,, as station Lan,,.
The load dependent service rates W, (k) (for £ = 1,2,.., K) of Lan,
are determined by analyzing the m-th local area network separately, i.e.,
we set the service times of all stations not belonging to LAN,, equal to
zero and compute the throughput values Apay (k). for £ = 12....K
using MVA. Then, the values A yy_(k) are assigned to the load depen-
dent service rates of the flow-equivalent station p,, (k). By this way a
reduced network is constructed where the stations belonging to LAN,, are
replaced by the flow-equivalent station Lan,, (1 S m < M). The reduced
network has the following structure (Figure S5).

GW1 out GW2 out

Lan,

Lan,

Figure 5. Reduced Queucing Network.

The reduced network can be also analyzed by MVA [13], thus providing
exact results. Since all actual systems have finite storage space the results
for configuration-I-networks can be seen as best case estimations for the
investigated networks. The remaining configurations (//, /I/ and IV) can-
not be solved by MVA. Since finite buffer capacity networks do not
satisfy the conditions for product form networks we have to apply
approximate techniques. However, we will follow the major steps taken
in the above procedure, i.e., aggregating the stations of each local area
network to a flow-equivalent station and then solving the reduced net-
work from Figure S.

4.2, Configuration-II-Networks

Here we assume that the buffer size of the gateways is limited
(Em”_; BGW"_ S K,form = 12,.,M). A gateway does not accept
packets if its buffer is full. Hence, packets which are ready for transmis-
sion to a full station have to remain in the current station until a space
becomes available in the full destination buffer, thus keeping the server
of the current station idle. We refer 1o this phenomenon as a blocking
event. Since the gateway has one queue for incoming traffic (GW,, ), as
well as for outgoing traffic (GW,, . ), a full buffer in the gateway may
cause blocking at one or more remote gateways GW; .4 (j #m) or at
the local channel CH,,.

As for configuration-I-networks we first aggregate the stations of
cach local area network LAN,, ie., Huy, Huz ..., Hu and CH,
(1 £m S M), w a flow-equivalent station Lan,,. The construction of the



load dependent stations Lan,, and of the reduced network is carried out
exactly as in configuration I because the stations of each local area net-
work obey the product form assumptions. However, in the network given
in Figure 5 blocking events may occur because of the finite capacity
buffers of the gateways. Since blocking causes interdependencies between
the stations MVA cannot be applied for performance analysis. Therefore
we use the algorithm introduced in the Appendix.

Note that in configuration-Il-networks only stations CH,, (which
are included in the flow-equivalent stations Lan,, in the reduced network)
and stations GW,, .. may be blocked. Therefore, for configuration-II-
networks we have to add blocking delay phases to all gateway servers
GW,, o and all flow-equivalent stations Lan,,. A formal procedure for
delay phase construction is given in the Appendix. We show the result of
2!: phase construction for GW,;, in Figure 6a and for Lan, in Figure

GW
1,0ut
- GWj out
: Gwz,nn
- GWy i

Figure 6a. Phases of GWy,,, in Configuration I.

Lan

- Gw1,au!
GwZ,In
LR

Figure 6b. Phases of Lan, in Configuration I.

Applying the algorithm for load dependent queueing networks with finite
buffer capacities given in the Appendix provides us with throughput
values for the configuration-II-networks.

4.3. Configuration-III-Networks

If the buffer capacity of the broadcast channel in the local area net-
work is finite, throughput degradation occurs for both intranetwork and
internetwork traffic, i.e., hosts cannot send packets to the local channel
and packets from remote local area networks cannot be delivered to the
hosts of the local area network with the congested channel.

As in previous cases we construct the flow equivalent stations
Lan, by analyzing the stations Hpy, Hmz ..., Haz  and CH,
separately for each local area network LAN,, (1 < m < M). However, the
throughput analysis to obtain Az (k) (for k = 1,2,..., K) cannot be done
with standard product form algorithms since the buffer capacities of the
stations CH,, arc finite. We apply the throughput method for closed
queueing networks with exponential service time distributions and finite
buffer capacities as described in {2]. With the throughput values we con-
struct the flow-equivalent stations Lan,, with load dependent service rates
Hean (k) (1S m S M).

The flow equivalent station Lan,, has a finite buffer capacity which
is equal to the buffer capacity of the channel CH,,. The reduced network
shown in Figure 5 is analyzed using the algorithm given in the Appendix.
However, since only stations Lanm, (1<m <M) have finite buffer
capacity the construction of the delay phases can be simplified. Blocking
delays occur only at gateway stations GW,, ;, waiting for buffer space at
Lan,,. All other stations do not have blocking delays. The phase con-
struction for station GWy j, is given in Figure 7.

(k)

O

2 - GWn,out

Gwm,ln

Figure 7. Phases of GW ;, in Configuration IIl.

GW,, ;x has only one delay phase caused by blocking at CH,,. Note that
GW o the successor station of CH,,, does not cause blocking at
GW,, ;, since it has infinite buffer capacities. After constructing the delay
phases we apply the algorithm given in the Appendix and obtain the
throughput values.

44. Configuration-IV-Networks
A,

As before figuration IV is a mixture of
configuration-II and configuration-III. However, deadlocks are possible in
this configuration. A deadlock is a circular wait of stations each having a
packet ready for transmission and waiting for available buffer in the des-
tination stations. The network is analytically tractable onmly if it is
deadlock free. As proven in [12] a network with finite buffer capacities is
deadlock free if the sum of the buffer capacities in each cycle of the net-
work exceeds the total number of packets.

The flow equivalent station for each local area network is con-
structed as described in section 4.3. Note that in this case possibly all sta-
tions in the network may cause blocking delays for a station. Applying
rules RI) and R2) from the Appendix we obtain the following phase
server for station Lan, of Figure 5:

q

1 - LAN, 4 - LAN 7 - LAN
2 - GWi,out 5 - GW2 out 8 - GW3 out
3 - Gw1,ln € - Gwﬁ,ln 9 - Gw:‘,ll'l

Figure 8. Phases of Lan, in Configuration IV.
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After the construction of the delay phases for each station we apply the
algorithm given in the Appendix and compute the throughput values.

5. Numerical Examples

5.1. Example 1

The example network is a simplified model of the network in Fig-
ure 4. Here, we consider an interconnection of two homogeneous local
area networks. Each local area network has only three hosts connected to
it

ey

LAN, LAN,

Figure 9. Interconnection of Two Local Area Networks.

The service time of the channel is set to Vpey,, = 1/3 ms. Note that
according to our discussion in section 2 the service time of the channel
includes the time spent in the network access unit. Assuming a packet
length of 1000 Byte/packet the service time of the channel corresponds
to a network with a maximum transmission rate of 3 MBit/sec. The
buffer capacity of the channel stations is assumed to be By =3. The ratio
of intranetwork traffic and internetwork traffic is set to 3:7 and shows
heavy intemetwork activity. Intranetwork packets are distributed equally
among the host stations. The service time of the gateway stations is
assumed to be 1/igw, n= IIVGWI,. =1(for m = 1, 2). The complete list
of parameters is summarized in Table 1 and Table 2.

LAN,
Wy (=123 3
Upen, 13
Uu.gwm‘,“ 1
Vigw, 1
m= 1,2

Table 1. Service Times.

Pij CH,, Hy, Gu’j,in GW o s
r=123 jum
Hy, ¢=123) 1 0 0 0
CH,, 0 0.1 0 0.7
GWoin 1 0 0 0
GWo o 0 0 1 0

Table 2. Transition Probabilities.

We now present examples of different parameter configurations and
demonstrate how constraints on the buffer capacity of the stations may
decrease the performance of the network.

a) Configuration I :

According to the algorithm described in section 4.1 we obtain

results given in Figure 10a.

(1) Approximate results are compared with the confid i ls of simulations. Simulati

Configuration !

Figlm;, 10a. Tiﬁ'éughpui'fbr Con'ﬁ-gura:ion I
Figuwre 10a shows the values of the intertraffic lhmghgut, ie., the
throughput seen by each of the gateway stations GW; ; (for i = 1,2 and
j = in, out), under different network load. Note that these results are
exact.
b) Configuration II :
We assume the buffer capacities of all gateway stations as:

Bow,, = 2 for i= 1,2 and j = in, out

The analytical method of section 4.2 provides the following results (Fig-
ure 10b). \

Configuration | _ -

Configuration Il

K

T s, 1o, 15. 20. 25. 3%,
Figure 10b. Throughput for Configuration i.

Our approximate results (1) are compared with the results of
configuration . Tt can be observed that the difference between the results
of configuration I and configuration II increases if the load of the net-
work increases. This is explained by the increased occurrence of blocking
events for networks under heavy load.

¢) Configuration III :

The buffer capacity constraints for the channel stations are now
assumed:
Bey,= 2 for i= 1,2
The results are plotted in Figure 10c.
A

Configuration |

N\

Configuration /il

o

w
O

' ED 1. R z3. 23,
Figure 10c. Throughput for Configuration ii1.

are dooe on an IBM

4381 using the RESQ simulation package [SAUES2) with confidence intervals sct 10 95 %. The confidence intervals in
the Figures are denoted by " | ",



The results for configuration Il are almost identical to results for
configuration I. Thus, the decrease of performance due to blocking events
occurring at the channe! station is negligible. For the chosen set of
parameters the finite buffer capacity of the channel station does not
influence the global performance.
d) Configuration IV ;

We choose the same buffer capacity constraints we had for the pre-
vious configurations:

Bow,; =2
Bey, = 2 for i= 1,2 and j = in,out

The results are plotted in Figure 10d.
¢.7 Py Configuration |

0.6

Configuration IV

T ¢

2. . 6. g. 10. 12.
Figure 10d. Throughput for Configuration IV.
Note that due to the deadlock freedom property performance measures
can only be computed up to a maximum load of K = 11. It is obvious
that the given configuration is not sensitive to buffer constraints of the
channel stations in local area networks. However, if finite buffers of the
gateway stations are considered as in configuration Il and IV we observe
that the overall performance is affected significantly. The performance
difference for configuration-li/IV- and configuration-I/lll-networks is
illustrated in Figure 10e.

A Configuration 1/l

Configuration Il / 1V

15. 20. 25. 30.

10.
10e. Summary for Example 1.

5.
Figure
$.2. Example 2
a) Basic Model :

Three local area networks are connected to each other via gateways
(Figure 4). The number of hosts in each local area network is set to ten.
Including the channel and the gateway stations the entire queueing net-
work has N = 39 stations. Our goal for this example is, starting from a
set of parameters, to show how the performance of the network changes
if certain parameters are changed. We will vary the parameters of the sta-
tions of one particular local area network (LAN ). The parameters for the
network are given in Table 3.

B, 10

Bow_ .. Baw_ . 2

Ucn, 1/3 ms

Ungw, .. Vew_ 2

Uy =12..,10) 3ms m=123

Table 3. Buffer Sizes and Service Times.
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Transition probabilities are given by:
Pij CH, H,, GW,- dn GW,, o
r=12,.,10 jom
Hyp, r=12,.10 1 0 0 0
CH,, 0 0.07 0 0.3
GW,, i, 1 0 0 0
GW,, 0 0 0.5 0

Table 4. Transition Probabilities.

The network described above is analyzed according to the algorithm
given for configuration-IV-networks, Throughput results are given in Fig-
ure 11a. The dashed line shows throughput values of the corresponding
configuration-I-network,

A

Configuration |
—

-

3 X

i5. 25. 3.

Figure 11a. Throughput of the Basic Model.

5. 10.

b) Modification 1 :

Now assume that LAN, is improved in such a way that the max-
imum transmission rate is increased:

Men, = 40 ms™

All other parameters remain unchanged. It can be observed in Figure 115
that the total throughput of the network remains also unchanged.

A Basic Mods!

I

Modification 1

5. 10. 15. 20. 25. K

Figure 11b. Throughput of Modification 1 and the Basic Model.

In the following we investigate which parameters of LAN; have to be
changed in order to achieve a better performance.

¢) Modification 2 :

In addition to the faster channel from Modification 1 we increase
the service rate of the gateway belonging to LAN,:
=2ms™

o  Modification 2a: How,,, = How, ,,
o Modification 2b: Waw,, = Wow,,, =20 ms™

Clearly, the throughput values can be improved as demonstrated in Figure
11c.



Modification 2a

0.38 e

Modification 2b
0.3 I
0.23 Basic Model
0.2
0.18

X

15. -

Figure 11c. Throughput of Modification 2a/b and the Basic Model.

5 2. 0.

d) Modification 3 :

Another way to improve the performance starting from
Modification 1 is to increase the buffer space of the gateway connected to
LAN,. We assume:

Bew,,= 5 for j = in, out

Other parameters are as given in Modification 1. Figure 11d plots the
throughput values of Modification 3 and compares them with those from
Modification 2.

A

Modification 2a/b
I

Modification 3

5. 0. 5. X

Figure 11d. Throughput of Modification 2a/b and Modification 3.
It can be seen that an increase of the gateway buffer size as in
Modification 3 does not improve the performance as the reduced service
time of the gateway (Modification 2). This can be verified by a combina-
tion of Modification 2 and 3 as given in Modification 4.

15, z2.

e) Modification 4 :
‘We assume the same parameters as in Modification I except:
UGWU‘ =lelﬂ =20 ms™!
BGWu:s for j = in, out
Figure 11e plots the throughput values for Modification 2a as well as for
Modification 4.

A

Modification 4

I

Modification 2a

X
5. 10.

Figure 11e. Throughput of Modification 2a and Modification 4.

15. 20. 25,
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Different curves cannot be distinguished. Thus, we conclude for example
2: if the transmission rate of the channel of a local area network (assum-
ing the parameters given above) is increased without changing other dev-
ices of the network, the internetwork throughput can be improved by
increasing the service rate of the gateway connected to it. An increase of
the gateway buffer size does not have a similar effect. However, in Fig-
ure 11c we see that the improvements achieved by speeding up the gate-
way is limited.

6. Conclusions

This study investigated the performance degradation of intercon-
nected computer networks due to finite storage space of the involved sta-
tions, We suggested a classification of interconnected networks,
developed queueing network models and proposed computational algo-
rithms which give analytical solutions for each class of networks. Numer-
ical examples demonstrated the performance differences of the different
classes of networks. Due to the topology of interconnected local area net-
works the performance of internetwork traffic was shown to be sensitive
to variations of the parameters of gateway stations. An improvement of
the transmission rate in a local area network was ineffective for internet-
work communication unless the parameters of the gateway stations were
improved at the same time.

Appendix : Throughput Analysis of Load Dependent Queueing
Networks with Finite Buffer Capacities

Model Assumptions:

We consider closed queueing networks with N stations and X totat
packets. The service time at station i is exponentially distributed with
load dependent mean values 1/p;(k) (for i =1,..,N and £ =1,.,K).
The scheduling discipline at each station is assumed to be FCFS. Each
station has a fixed finite buffer capacity B; where
B; = (queue capacity +1), (for i =1,.,N). Any station whose
buffer capacity exceeds the total number of packets in the network can be
considered to have infinite capacity (B, = « for some
i=1,2,.,N). A packet which is serviced by the i-th station proceeds
to the j-th station with probability p;;, (for i, j = 1...., N), if the j-th sta-
tion is not full. That is, if the number of packets in the j-th station, k;, is
less or equal to B;. Otherwise, the packet is blocked in the i-th station
until a packet in the j-th station has completed its servicing and a place
becomes available,

Algorithm :

The basic idea of the solution algorithm is to replace the finite
capacity queueing network, from now on denoted as ®, by an infinite
capacity queueing network, denoted as I'. In substituting ® by I' we
have to take the blocking events into account which occur between the
stations in ¢, i.e., a packet being served in a station cannot leave the
server of this station because the destination station is full. To consider
the blocking events we modify the service mechanism of a station such
that all delays a packet might undergo due to blocking events in @ can
be represented. Therefore, corresponding delay phases caused by block-
ing events are appended to the service unit of each station. The frame of
the algorithm consists of three steps:

a)  Construction of delay phases for each station

b) Computation of service times and branching probabilities for
phases

¢)  Solution of the Network I'

a)  Construction of delay phases for each station

Let i be a station of ®. For each possible blocking delay caused by
another station j in ® (forij = 1,..,N;i # j) we add a service phase
to station i. The connection between the added phases and the original
server of station i is the same as the transitions between stations in @,



We have to consider that blocking delays may not only be caused
by a station’s immediate successors but also by stations which occur in
each cycle of the network where a particular station is represented. Let i
be an arbitrary station in the network. C;(!) the /-th cycle of stations that
starts and ends at station i is defined by:

Cl) = G, iy ity weeer B)

where j,' is the ¢-th station in cycle ! of station i. Now let us consider
one of these cycles, (i, j,l, j,z,..., i). For instance, assume that there are
k; packets at station i and the number of packets in the network be such
that station j;, through j; can be full at the same time. In this case, a
packet upon service completion at station { may find station j,1 full,
blocking station i s server. Now the question is when this blocked packet
will depart from station i. If upon service completion at station j;, a
packet chooses to go to station Ji, which is not full, then the packet at
station iy will depart and at the same time another packet at station i
will join station j;, unblocking server of the station i{. However, if a
packet at station j;, gets blocked because its destination is full then the
blocked packet at station i cannot depart. Hence, in the worst case a
packet at station i will wait for service completions at stations jj ,...., ji,
before leaving station i.

In constructing the phases the following rules must be obeyed [3]:

R1) If two or more cycles are identical up to a certain element
then the elements prior to that element are represented only
once in the phase construction.

If Qi() = G, i, iy i) i8 @ path in cycle C;(!) starting
from station { with
-1
‘ZB,—, <K < f,B,-, , then the stations (i,', j‘m""" i) of
r=] T r=1 7

C;{l) are not considered in the phase construction for this
cycle. In other words, if the sum of station buffer capacities
in Q;(l) exceeds the total number of packets then the last
station of €;(!) and all its successors in C;(/) are not taken
into account in the phase construction for station i for that
cycle.

R2)

b) Computation of Service Times and Branching Probabilities for

Phases

After the construction of phases we need to determine the parame-
ters such as branching probabilities and service times of the phases.

Since a blocked packet cannot leave a station until space becomes
available in the full destination station the time a packet is blocked is
equal to the mean remaining service time of the station which causes the
blocking. Because of exponential service time distribution the mean
remaining service time of a station is given by the mean service time [1].
Therefore, the blocking delay for a load dependent station i caused by
station j is determined by 1/u;(B;), the mean service time of station j
having a load of B; packets.

a; denotes the probability that a packet afier a service or blocking
delay in phase i enters the phase representing station j. The value of a;;
is computed by:

a; = p;  Pil;=B;+1)  for i, j=1..N (Al

where p; is the transition probability of the original network and
Py(k; =B; + 1) are blocking probabilities computed by an iteration
which will be discussed next.

For calculation of the probabilities P;(k; = B; + 1) we assume that
each siation behaves like an isolated station with exponential service
time, Poisson arrivals and finite buffer, known as [M/M/1/N] station. In
the considered blocking protocol a blocked packet has already been pro-
cessed at the station it resides at. Thus, the blocked packet belongs logi-
cally to the full destination station occupying the (B;+1)th position in the
destination station j which has a buffer capacity of B;. Hence, we may
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approximate the blocking probability by the steady state probability
P;(k; = B;+1) of the finite capacity station having its buffer increased by
one. The formula for the probability of a finite [M/M/1/B;+1] station is
computed by:

B+l 1-p; .
Bl - . p,i’” it B; <K
=P
Pi(k;=B; +1) = . A2
ik =Bi+1) = | o it B; >k “2
with
P = o for j=1lu,N,k=1.,K (A3)
7

where ; is the amival rate to station j. Since arrivals to station j are
rejected once the buffer capacity of the station is exhausted
(kj =B; + 1) we may express A; in terms of the effective arrival rate
A; as follows:

- A,

X = i

i-FP& =8+ =

j=1L.,N (A4)

In other words, the effective amival rate A; is the portion of all
arrivals which are not rejected because of a full buffer. Equations (A.2)
and (A4) are used as fixpoint iteration to compute the values for
Pi(kj =B; + 1) for j =12,..,N. With the P;(k; = B; + 1) values the
probabilities g;; of equation (A.1) can be determined.

Solution of the Network I"
Now, we are able to compute the throughput of I" with the follow-
ing iteration:

Initially we set all branching probabilities a;; between service and
delay phases of each station to zero and, hence, eliminate all delay
phases. The network I' has then the same structure as the network @
except the stations’ buffer capacities are now infinite. Since all stations
have exponentially distributed service times with mean value 1/p;(k) we
obtain the throughput A® by applying a product form algorithm such as
mean value analysis [41). The throughput A; of each station j is deter-
mined by:

<)

A= A" for j= lL..N (AS5)

where ¢; is the mean number of visits that a packet makes to node j and
is given by:

N

e = Zl € " Pij for j = L.,N (A.6)

i=
With the throughput values we compute the fixpoint iteration of equations
(A2) and (A4) to obtain P;(k; =B; + 1) for j = 12,..,N. The values
for P;(B; + 1) are then used to determine the branching probabilities a;;
from equation (A.1).

Now, for each multi-phase station j of network I' we determine the
total mean service times fL; k), the variance G;%(k) and the coefficient of
variation c;(k). Since the time a packet spends in service phase and each
blocking phase of a station are determined by independent random vari-
ables with exponential distribution functions, the total time a packet
spends in the multi-phase server is itself given by an exponential random
variable. The following equations show how to compute |I;(k), 6;%(k)
and c¢;(k).

1 1 prob;
—-—(k) = —— — A,
llj( ) wj k) ¥ all Blocking phases 1 W1 () @D
2 2
5.2%k) = Jekm prob, .
KA [ui(") ] * all blocking phases 1 ["’i(“) a8



Gy = NGHE) - k) (A9)
for j=1..,N ad k=1,.,K
with
3
prob, = ] s 001 (A.10)
n=0

with 5=/, 5, =1 and <, sy, 5., 8-,/ > a path of phases in the
multi-phase server of station i.

Having calculated the mean value and the coefficient of variation
of the service times of all stations we apply the algorithm for queueing
networks with general service times and load dependent servers [4] and
obtain the throughput value A®. An iteration test is carried out:

[A®™ _AB-D |5 ¢ (A.11)

for n as the number of iterations. If the difference between consecutive
throughput values is greater than a threshold value (e.g., e = 107 we
continue with the next iteration. Otherwise, the iteration terminates and
the final throughput values are obtained.
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