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Abstract— Recent research on statistical multiplexing has provided  Flows
many new insights into the achievable multiplexing gain in QoS networks,
however, generally only in terms of the gain experienced at a single switch.
Evaluating the statistical multiplexing gain in a general network remains a
difficult challenge. In this paper we describe two distinct network designs  Flows
for statistical end-to-end delay guarantees, referred to aslass-level aggre-
gation and path-level aggregationand compare the achievable statistical
multiplexing gain. Each of the designs presents a particular trade-off be-
tween the attainable statistical multiplexing gain and the ability to support Flows
delay guarantees. The key characteristic of both designs is that they do not
require, and instead, intentionally avoid, consideration of the correlation
between flows at multiplexing points inside the network. Numerical ex-
amples are presented for a comparison of the two designs. The presented
class-level aggregation design is shown to yield very high achievable link
utilizations while simultaneously achieving desired statistical guarantees
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|. INTRODUCTION Fig. 1. Network Architecture.

In recent years a lot of effort has gone into devising algo-

rithms to support deterministic or statistical QoS guarante@0ut deterministic bounds on arrivals from individual flows,
in packet networks. Aleterministic servicgl4], which guar- with limited knowledge about their statistical properties [3],
antees worst-case end-to-end delay bounds for traffic [7], [§€]: [11], [16], [17], [19], [24], [25], [30], [31], [32]. Under a
[27], [28], is known to lead to an inefficient use of network reVery general set of traffic assumptions, which are sometimes

sources [38]. Astatisticalservice [14] that makes guaranteed€feérred to as ‘regulated adversarial traffic’, one merely as-
of the form sumes that (1) traffic arrivals from a flow are constrained by

a deterministic regulator, e.g., a leaky bucket, and (2) traffic ar-
Pr[Delay > X] < ¢, (1) rivals from different flows are statistically independent. With
these general assumptions it has been shown that even if the
that is, a service which allows a small fraction of traffic toprobability of QoS violations is small, e.gs, = 109, the
violate its QoS specifications, can significantly increase thgtatistical multiplexing gain at a network node can be substan-
achievable utilization of network resources. Taking advantadil [3].
of the statistical properties of traffic, a statistical service can In this paper we are concerned with end-to-end statistical

exploitstatistical multiplexing gainexpressed as QoS guarantees in a multi-node network under adversarial reg-
ulated traffic assumptions. The difficulty of assessing the mul-
Resources needed t Resources needed t tiplexing gain in a network environment s that traffic inside the
( support statistical j <N ( support statistical j network becomes correlated, and, therefore, the assumption
QoS of N flows QoS of1 flow of independence, as made by the regulated adversarial traffic

model, no longer holds.
Ideally, the statistical multiplexing gain of a statistical service
increases with the volume of traffic so that with a high enoughA. Networks with Statistical End-to-End Guarantees
level of aggregation the amount of resource allocated per rowW

: . ; e consider a packet network such as the one shown in Fig-
is nearly equal to the average resource requwementsforasmgke 1. The network has two types of nodes, edge nodes and
flow. : '

Recent research on statistical QoS has attempted to exp ore nodes. Edge nodes are located at the boundary of the net-

= . i X ) rk and have links to core nodes or other edge nodes. Core
statistical multiplexing gain by taking advantage of knowledgfiyes have no links that cross the network boundary. The net-
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and ANI-9903001. QoS requirements. Traffic which arrives to the network is fil-



tered at a traffic conditioner according to a given traffic probounds on arrivals. Our probabilistic bounds on delay viola-
file. Traffic which conforms to the profile is allowed into thetion do not require EDF-type scheduling.
network. Traffic which does not conform to the profile is dis- This paper makes extensive use of results from a recent
carded! We assume that nodes execute a scheduling algorittstudy [3] which presented a general method to calculate the
which can provide rate guarantees to groups of flows [34], [40%tatistical multiplexing gain at a single node. In particular, we
Within this framework, we develop and compare two apexploit the notion ofeffective envelopg8], which are func-
proaches, referred to atass-level aggregatioandpath-level tions that provide with high certainty bounds on traffic arrivals.
aggregation for provisioning a network with end-to-end sta-In addition, previous work on rate-based scheduling algorithms
tistical QoS guarantees. Our discussions will investigate theith statistical service guarantees in single-node networks is
trade-offs presented by the two schemes. A comparison of thery relevant to our work [15], [29], [42], [43].
approaches will allow us to make recommendations on the de-The remainder of this paper is structured as follows. In Sec-
sign of QoS networks with statistical QoS guarantees. tion Il we state our assumptions on traffic arrivals and we intro-
Overall, we consider statistical QoS guarantees made to trafuce the notion of effective envelopes. In Sections Il and 1V,
fic on a per-class basis, and not on a per-flow basis. By makimgspectively, we present our two designs for end-to-end statis-
QoS guarantees to the aggregate flows from a class and notfical QoS and analyze their ability to exploit statistical mul-
specific flows within a class, the design of the core network caiplexing gain. In Section V we evaluate and compare the
be greatly simplified since no per-flow information is requiredwo designs through a computational study. In Section VI we
inside the network. The disadvantage of per-class guarantgeesent conclusions of our work and discuss future research
is that single flows may experience a service which is worsdirections. We refer to [22] for an expanded version of this
than the service guaranteed to the class as a whole. paper.

B. Related Work Il. TRAFFIC ARRIVALS AND EFFECTIVE ENVELOPES

The available literature on statistical QoS is extensive. We In this section we present the details of our assumptions for
refer to [20], [33] for summaries of the state of the art. Here wehe traffic arrivals. Throughout this paper we will use a fluid-
highlight only a small subset of related literature that focuseffow interpretation of traffic. We define a function, called an
on end-to-endstatistical QoS. effective envelopevhich is with high certainty an upper bound

The main difficulty of provisioning statistical QoS for a on the traffic of multiplexed traffic flows. The concept of ef-
multi-node network lies in addressing the complex correldective envelopes will be applied extensively in Sections il
tion of traffic at downstream multiplexing points. One groupand IV. The discussion in this section is based on [3].
of work on end-to-end statistical QoS, attempts to achieve a
characterization of correlated traffic inside a network [5], [21]A. Regulated Adversarial Traffic

[35], [39]. An alternative approach, which we adopt in Sec- a¢ i a1l arrival models for a statistical service, the arrivals

tion 1ll, is to reconstruct traffic characteristics inside the ne&—)f a flow are viewed as a random process. Consider & set

work so that arrivals to core nodes satisfy the same propertigs g\ < \which are partitioned int@) classes, wheré, de-
! q

as the arrivals to an edge node. There are two approaches\ i 1he sibset of flows from clagsThe traffic arrivals from
reconstruct characteristics of traffic: per-node traffic sham%wj in the intervalt: , ¢») are denoted by a random variable
[15], [41], or per-node delay jitter control [36], [37]. In Sec- A;(t1, t2) with the following properties:

tion 11l we take the latter approach. L )
Another method to achieve statistical end-to-end guarante %1(2)52Atd3c)ht£nt£' (';?r t‘;‘)nytl <tz < t3, we haved;(ty, tz) +
) - j ) .

o 5 source-desthaion pay i the. network, and "éilybié@ Subadditive Bounds. 4, is bounded by a deterministic
ploit the multiplexing gain between the flows on the same pat ybadd|t|ve envc:lopﬂj asd;(t,t+ 1) < Aj(r) forallt > 0
This method for allocating resource has been considered fapd forallr > 0. , ,
use in Virtual Private Networks (VPN) [10] and ATM Virtual (A3) Stationarity. The A; arestationaryso that for all;, ' >
Paths [33]. We take such an approach in Section IV. 0 we havePr[A;(t,t + 1) < z] = Pr[4;(t',t' + 7) < z].

To our knowledge, there are only a few previous studie€4) Independence. The A; and 4; are stochastically inde-
which apply the traffic model of adversarial regulated arrival@endent for ali = j. _
to multiple node networks. The lossless multiplexer presentd¢@2) Homogeneity within a Class. Flows in the same class
in [31] bears similarity to our design for class-level aggregabave identical deterministic envelopes. At each node, flows
tion in Section I1l, but assumes that routes are such that trafficom the same class have identical delay bounds.
arrivals at core nodes from different flows are always indepen- These or similar assumptions are used in many recent works
dent. We relax this assumption in our work, and instead, efn statistical QoS [3], [9], [11], [16], [17], [19], [24], [25],
force independence by adding appropriate mechanisms witH#P], [31], [32]. The assumptions are very general. Specif-
the network. In [2], probabilistic bounds for end-to-end delajcally, no assumptions are made on the distribution of flow
have been derived for networks with coordinated-EDFE sched!rivals, other than that each flow satisfies a worst-case con-
ulers, with the extensive examples worked out for the caséraint. , _
of on-off traffic sources with deterministic leaky bucket-type ~Within the constraints of assumptions (A1)—(A5), we con-

sider arrival scenarios where each flow exhibits its worst possi-

L As in [13], one may mark out-of-profile traffic with a lower priority, rather
than discarding it. However, for the purposes of this study, we do not concern?A function f : R — R is subadditive iff(t1 + t2) < f(t1) + f(t2), for
ourselves with out-of-profile traffic. all t1,t2 > 0.



ble (‘adversarial’) behavior. Traffic which obeys the above as- Using this bound it is possible to show that

sumptions is referred to asgulated adversarial trafficNote

that even if flows individually behave in a worst-case fashion, Ge,(15¢) = Nymin(z, Ay (7)), (5)
as allowed by assumption (A2), the independence assumption

(A4) prevents the flows from coordinating (or ‘conspiring’) tois an effective envelope fot¢, , whenz is the smallest number
yield a combined or joint worst case behaviour. satisfying the inequality

B. Effective Envelopes of Aggregate Arrivals
1/N,

. o e (T (A7) —peTTET ®)
For the calculation of statistical multiplexing gain we will - Ar(r) —z S ¢ :
take advantage of the notion effective envelopewhich was ¢

recently presented in [3]. Effective envelopes are functions that,, \ i ise the effective envelope given by Egs. (5) and (6) in

are, with high probability, upper bounds on multiplexed traffica{l our numerical examples in Section V
from a set of flows satisfying the assumptions of adversaria '

regulated traffic. Effective envelopes have been shown to be a
useful tool for calculating the statistical multiplexing gain at a |
network nodée _ . _ .
Consider the set of flowg, from a given class;. We In this section we discuss the first of our two approaches
useAc, to denote the aggregate arrivals from clasthat is, to achieve statistical delay guarantees in a multi-node network
Ac,(t,t+7) = X.ce. Aj(t,t + 7). Also, letN, denote the with regulated adversarial traffic. The key difficulty for ana-
nu;nber of flows in]seif Due to assumptiofds), all flows lyzing statistical QoS in a network is that, without some kind
in the same class havéllthe same subadditive bound. Thus of intervention, the flows are no longer independent after they

: A e been multiplexed at the edge node. In this section we pur-
:ﬁe,Aeq (t:o denote the bound of clagsvith A3 () = Az () for g0 5 solution where each core node has a delay jitter control
J q:

L. ) ) mechanism that ensures a lower bound on delays [37]. Specifi-
Definition 1: An effective envelope fotc, (t,¢ + 7) is @  cally, if traffic at a node experiences delay whicfXisseconds
functionge, with: shorter than the assigned maximum delay, a delay jitter con-
troller at the next node holds the traffic f& seconds before
. permitting it to be scheduled. The delay jitter controllers en-
Pr|de,(t,t+7) < Ge,(re)| 21—, YV 720. () gy thatthe trafiic arriving at each node has the same statistical
properties as the traffic arriving at the network edge. That is,
Due to assumption (A3), an effective envelope provides delay jitter controllers restore the statistical independence of
bound for the aggregate arrivaly:, for all time intervals of arrivals from different flows.
length7, which is violated with proqbability. All network nodes run a rate-based scheduling algorithm
Explicit expressions for effective envelopes can be obtaineshich guarantees a minimum bandwidth to each traffic class,
with large deviation results. In this paper, we will use a boundnd each node has a separate buffer of finite size for each traf-
from [3] which is established via the Chernoff Bound. Thdic class. Traffic which arrives to a full buffer is dropped. The
Chernoff bound for the arrivalde, from C, is given by (see length of the buffer is provisioned such that traffic is dropped
[26]) only if it violates a given delay bound. Since each network
node performs buffering and scheduling on a per-class basis,
Pr[Ac,(0,7) > N,z] < e~ Ne®* M, (s,7) (3) we refer to this approach atass-level aggregationFigure 2
illustrates how traffic is processed in the network with class-
whereMc, is the moment generating function df, defined level aggregation, showing the the buffers and jitter controllers
as for some of the nodes. The conditioners are there to ensure that
all traffic flows which arrive to the network satisfy assumption
Me,(s,7) = E[ecatht+m)s] (A2).
We will be able to show that networks with class-level ag-
In [3], the following bound on the moment generating funcgregation can guarantee that (1) traffic which is not dropped in
tions was proven. the finite-sized buffers meets a given end-to-end delay guaran-
Theorem 1:(Boorstyn, Burchard, Liebeherr, Oottamakorntee, and (2) the drop rate of traffic at each node is bounded.
[3]) Given a set of flow§, from a single class that satisfies

N ETWORKS WITH CLASS-LEVEL AGGREGATION
(“JITTER CONTROL METHOD")

assumptions (A1)—(A5). Then, A. Per Class Delay Jitter Control
N As shown in Figure 2, core nodes have a delay jitter control
Me (s,7) < 4 PaT (esA;(T) —1) ! @) mechanism which ensures that traffic experiences its maximum
Cal® A () ’ allocated per-node delay. More precisely, if the route of a flow
traverses nodes;, ms, .. . , m,, With per-node delay bounds
wherep, := lim, o A%(7)/7. dmysdmss - - - 5 dm, » then the delay jitter controller at node;,

(1 < k < n) holds traffic until the delay of the traffic has a

31n [3] two notions of effective envelopes are introduced, called local effecdelay equal taly,, +dm, +... + Ay, s - The implementation

tive envelope and global effective envelope. In this paper, we only use loc8f delay j_itter contrql may require time-stamping of packets,
effective envelopes and refer to them as effective envelopes. and may incur additional buffer requirements [37].



to a scheduler, say at node, is inserted into a finite buffer
with length B,,,. Arrivals to a full buffer are dropped and
considered lost. The buffer for a class is served at a guaran-
teed minimal rate, denoted lay,,. LetC,,, denote the set
of flows from classy with traffic at nodem. We used,,, to
denote the delay bound for claggraffic at noden, A¢,, to
denote the aggregate arrivals, ahgd,, to denote the effective
envelope forC,,,. Henceforth, we will useélgmq to denote
the aggregate worst-case envelope of the traffi€,jig, that
is, Az, (7) = [Cingl - Aj(7). We seleck,,, as the smallest
mgq
number which satisfies

Conditioner  Edge node Core node 51;13 (ngq (T; 6) - Cqu) S cqumq ) (7)
T

Fig. 2. Network with class-level aggregation.At each edge node and each
core node, there is one finite-length buffer for each class. Each buffer &1d We SeB,;,, to
served at a fixed rate, and arrivals to a full buffer are dropped. Core nodes
have a delay jitter controller, labelekT in the graph, which buffers traf- By = cmgdmyg - (8)
fic until it satisfies the maximum allocated per-node delay at the previous
node. The figure illustrates the buffers and jitter controllers of nodes 4 The ratec,,, in Egn. (7) is set such that all cIaquaffic at
7. Bmg indicates the buffer size ang, indicates the rate at which the o4, satisfies delay bounﬂmq, as long as the arrivals com-
buffer for classy at nodem is served. pIy to ngq! that is!ngq (T) > Acm (t,t + T) for all ¢ and

7. Likewise, B,,, is set such that traffic is dropped if the delay

The jitter control at core nodes ensures that all packets frog), |47 i iolated. With these specifications we can state
the same flow experience the same fixed delays (with the efffl g :

ception of delays at the last node). As a consequence, tra _(_aI_LoIIowngpropertles, prO\;eﬂn in [22]. d h h

. X i . eorem 2: Given a set of flowWs,, at nodem where eac

fic from a flow departing from the delay jitter controller is N0 4 \withi € C..  satisfies assumptions (A1) (A5), and given a
worse than the traffic which arrive to the network entrance, ’ J = bmg 1P ’ 9
Specifically, assuming that there are no losses due to bu c}heduler with per-class buffering and guaranteed service rate

overflows, traffic which satisfies assumptions (A1) — (A5) a r:deéghrglsasgégifvter}sﬁ% :r? d Bpq are selected as in Egs. (7)
the network entrance also satisfies these assumptions at do N~raffic which is not dropped meets its delay bodpg.

stream nodes after passing through the corresponding delay jjt- : L

ter controllers. Although losses introduce correlations betwe uf-fl;ahr(? Sr%tc()au?]tdv(\a/glgh traffic is dropped at nodedue to a full

flow arrivals, even when jitter control is used, we believe thi y

traffic is bounded byirtual arrival processes in the network

where no traffic is lost and it satisfies assumptions (A1)—(A5). € - sup {AEM (7) = Gmg(T )} : 9)

Since the provisioning is done with respect to these virtual pro- >0

cesses, the corresponding delay bounds also apply for the

tual traffic with losses. We refer to [22] for more details.
Due to the delay jitter control mechanism, the schedulers

are non-workconserving. We believe it is possible to eliminate ~ Pr (sup {4c,..t—1,t) — Gc,., (1)} > 0) =

the delay jitter control, making the schedulers workconserving, 7>0

and still make the assumptions (A1) — (A5) hold for the traf- sup Pr ({Acm (t—7,t) — Ge (T)} > 0) . (10)

fic inside the network. Instead of holding the traffic at a delay >0 ! e

jitter controller forX seconds before sending it to a scheduler,

we can addX seconds to the maximum delay of the traffic at

the node and immediately send the traffic to the scheduler. [Z[he assumption in Egn. (10) is similar to an assumption made

[14], [23], [36] As a result, the traffic arrivals are assigned thén [3], as well as in related work [6], [18], [19], [20], [21]. A

same maximum delay at a node as if the delay jitter controlletbeoretical justification for this assumption is made in [20], and

were employed. If the arrivals are scheduled according to thahlre assumption has been supported by numerical examples [3],

deadlines, then without delay jitter control the traffic will be[6], [20].

served in the same order as with delay jitter control. But, with- )

out delay jitter control the scheduler can send the traffic earlié. Discussion

whenever the link is idle, possibly resulting in better end-to- There are a number of discussion points to address regard-

end delays. We are developing this approach along the linggy networks with class-level aggregation as presented in this
of [2] to which we refer for additional information. E?ction. gared P

. . . 1. Loss rate on a path: Our analysis assumes that the arrivals

B. Rate-Based Scheduling with Per-Class Buffering from a flow j at each node on its path are characterized by
As already discussed, we assume that the scheduling algtr,,,, independent of previous losses. So, our bounds do not

rithm at both edge and core nodes provides per-class queggrantify the losses that occur at consecutive nodes. As a con-

ing and per-class rate guarantees. Clagsific which arrives sequence, we conservatively assume that losses on a path of

@fider the assumption that



nodes occur independent of losses upstream on the path. Con-
sider a sequence of nodes — mz — ... — mg, With C,,,, Class 1
the set of clasg-flows at each noden;. With the assump-
tions from Theorem 2, the loss rate for clagsen this path is
bounded by:

L
Z € - sup {Azmm (r) — gm,q(f)} . (11)
=1

7>0

2. Calculation of ¢,,, and signaling overhead: The calcu- C&
lation of ¢,,, and By, is dependent on the cardinality of the
setC,,,. Each time a new flow is added to the network, the!
allocation ofc,,, and B,,, must be modified at all nodes on
the route of the new flow. However, compared to traditional Conditioner  Edgé node  Core node
QoS approaches which maintain per-flow state information,
e.g., IntServ [4] and ATM UNI 4.0 [1], the signaling overheadFig. 3. Network with path-level aggregation. An end-to-end path for a
is small. traffic class defines a path or ‘pipe’. The figure depicts a total of six pipes,
3. Dynamic Routing: I our discussion we have assumed 27 Sebits e s ol et e pecs Sk ol L B
.that all traffic of a given class,. traveling from specific network conditione’r. At each node there is a separate buffer for each pipe with
ingress to network egress points, traverses the network on theyagic at this node. Node butfers are dimensioned such that no overflows
same fixed route. The assumption of fixed routes can be re- occur.
laxed if mechanisms such as PATH messages in RSVP [12] are
used. . . :
4. Maximum delay bound is incurred at each node:Due to traffic at this node. Thus, flows in the same class are only mul-
delay jitter control, traffic experiences worst-case delays at 4iP'€x€d in the same buffer if they have the same end-to-end
but the last node on a route, which leads to high buffer requir@@th- That is, networks with path-level aggregation perform
ments. Also, the delay bounds in a network with class-levdfaffic control separately for each ‘pipe’, and, hence, exploit
aggregation are dependent on the number of nodes traversegatistical multiplexing gain only for flows in the same pipe.
5. Discrete packet size Since actual traffic is sent in discrete-"' contrast to networks with class-level aggregation, network
sized packets, performance guarantees given to fluid flow trd}odes in the path-level scheme do not perform delay jitter con-
fic must be matched to guarantees for actual traffic. For rat&9'-
based scheduling algorithms the issues involved in transform-
ing guarantees on fluid flow traffic for packet-level traffic areA. Traffic Policing at Traffic Conditioners
well understood [27], [28], [40]. For example, fluid flow guar- )
antees have been used in the IETF to specify a guaranteed seNVe USEC;, to denote the set of clagsows which travel on
vice class for packet-level traffic in the Integrated Services af Pathp of nodes, where a path is a unique loop-free sequence
chitecture [34]. of nodes which starts and ends with edge nodes.

An important aspect of path-level aggregation is that the ag-
IV. NETWORKS WITHPATH-LEVEL AGGREGATION (“PIPE  gregate traffic front,, which arrives to the network is condi-

MODEL") tioned using the effective enveloge,, (.; 7) as policing func-

One possible disadvantage of a network with class-level ag(on' In other words, ifdc,, (¢, + ) denotes the aggregate

gregation, as presented in Section lll, is the requirement f flic from classC,, that is admitted into the network in the

delay jitter-control at each node. Aside from being counterin- "¢ intervallz, ¢ + 7), the policing functiorc,, ensures that

tuitive from the perspective of QoS provisioning, delay jitter
control leads to large buffer requirements at each node due to  Ac,,(t,t +7) < G¢, (1)  Vt>0,v7>0. (12)
the enforcement of maximum delays.

In this section we present an alternative approach, callettaffic in excess ofjc,, is discarded by the conditioner or at
path-level aggregationwhich aggregates traffic at a finer levelleast marked with a lower priority, e.g., as best effort traffic.
of granularity. Here, flows are multiplexed in the same buffer o this architecture, Theorem 3 below, proven in [22], pro-

only if they are in the same traffic claaadif they traverse the ;ides a bound for the traffic from a pipe which is dropped at
network on an identical end-to-end route. We call an end-tQne network entrance.

end route in the network which carries flows from a particular Theorem 3: Given a set of flovG,, let A;(t,t + ) for

traffic class, a path or ‘pipe’. fﬁ € Cp, satisfy assumptions (A1) — (A5). If the arrivalg,,

Figure 3 illustrates a network with path-level aggregatio - ;
The figure depicts six paths (“pipes”) for two classes. At th?r;eﬁi%oilslcgguﬁg(;%rg?g to Eqn. (12), then the rate of dropped

network entrance, there is one traffic conditioner for each pipe.
The traffic conditioner discards that portion of the aggregate

traffic which does not comply to a given policing function. At € - sup {Ag (1) — gcm(r)} , (13)
each network node there is a separate buffer for each pipe with >0 o




TABLE |

with the assumption that
PARAMETERS OF FOUR TRAFFIC CLASSES

Pr (SUP {Acpq (t—r,t) — GCM (7')} > 0) ~ Class Type Burst [ Mean Peak | Endto End

>0 Size | Rate Rate Delay
sup Pr ({A4¢, (t —7,t) — G, (7)} >0) . (14 burst- | delay | o P P, d

T>po ({ ¢ra ) Coal )} ) (14) iness (bi?s) (Mbqps) (Mb%s) (msqec)
1 low | low | 10% 0.15 6.0 10
. 2 low | high | 10% 0.15 6.0 40
B. Scheduling at Edge Nodes and at Core Nodes 3 high | low | 10° 0.15 6.0 10

i i 5

With path-level aggregation, allocation of bandwidth and 21 fhigh | high | 10 015 | 60 40

buffer space at a node is done separately for each ‘pipe’. At

each node on the route of a pipe, the same buffer size andheterministic QoS: Here, all nodes implement a rate-based
bandwidth is allocated. We usg, to denote the rate which scheduling algorithm, such as GPS [27]. Gf,, is the set
is allocated at each node on the route of the pipe, and We U classq flows at nodem, then the rate allocated for

By, to denote the reserved buffer space. Wegtas the  this class at node: is the smallest value,,, such that
smallest number which satisfies

SUp,+ {Aémq(r) — cqu} < Cmgd,, Where Az,mq(r) =
sup (Ge,., (73€) = o) < Cpaclpa (15) " |Cynql - A (7). From [28] we know that, if all nodes allocate

a bandwidth ot,,,,, all classg traffic will satisfy an end-to-end
whered,, is the end-to-end delay bound 6f,, and we set delay bound ofi,,.

the buffer spacé3,, according to « Statistical QoS with class-level aggregation:The band-
width and buffer allocation is as given in Eqgs. (7) and (8).
Bpq = cpedypq - (16)  The QoS guarantee for clagss as stated in Theorem 2. The

. . calculation of the effective envelope is done as discussed in
The next theorem, proven in [22], states properties for th€,tion I1-B. P

end-to-end performance of flows i3, with end-to-end delay " gyatistical QoS with path-level aggregation: The band-

boundd,. width and buffer allocation is as given i

o . given in Egs. (15) and (16).
. ThCeorem.4f.. Given a set of ﬂz"l@q WAhSere ezchAj with (The QoS guarantee for clagds as stated in Theorems 3 and 4.
J € Cpq satisfies assumptions (A1) — (AS5), and assuming the yarage Rate Allocation: This scheme allocates bandwidth
existence of policing functions at network ingress points th

: . : al to the average traffic rate for flows. Saj,if, is the set
enforce Eqn. (12), it,, and B,, are allocated as given in %tqu verag ! ws. Sy |

with classq flows at noden, nodem allocates a rate equal to
Eqs.tk(lle?l) and (16) at each node on the route taken by flows I'@mqlpq for classg. (Recall thatp, = lim, s A%(r)/7). Av-
prq:

17"No traffic is dropped inside the network erage rate allocation only guarantees finite delays and average

2. The end-to-end delay of traffic satisfies delay batjpd throughput, but no per-flow or per-class QoS. .

Class-level aggregation and path-level aggregation instanti-AS @n admission control condition, we require for all
ate a fundamentally different trade-off between the ability tgchemes above that the total allocated bandwidth on a link must
provision low delay bounds and the ability to yield a high mul10t €xceed the link capacity. . .
tiplexing gain. Since class-level aggregation multiplexes a We consider four classes of traffic, and assume that traffic
flows which are in the same class, whereas path-level aggre(y&y"s in each class are regulated by a peak-rate constrained
tion multiplexes only flows in the same ‘pipe’, we expect thdsaky buck*et with parametels,, p,, P;), and deterministic
multiplexing gain of class-level aggregation multiplexes to b&NVelopeA; (r) = min (Py7, 04 + p,7) for classg. The pa-
better than that of path-level aggregation. On the other harf@meters for the flow classes are given in Table I. We set
class-level aggregation requires a jitter control mechanism @t= 107" in all our examples. The parameters are similar
each node. The delay jitter control ensures that traffic expef@ those used in other studies on regulated adversarial traffic
ences the maximum node delay at each node (except the 1Bkl [24], [30].

node on the path).
path) A. Maximum Number of Admissible Flows

V. NUMERICAL EVALUATION In Figures 4(a)-(d) we plot the maximum number of flows

In this section, we present numerical examples to compavéich can be provisioned with QoS on a link in the network,
the ability of class-level and path-level aggregation to suppoas a function of the link capacity. We vary the link capacity
statistical end-to-end delay guarantees. Our discussion so fiathe rangel Mbps — 622 Mbps. The figures show the max-
has pointed out the trade-offs presented by the two approachiesum number of flows which can be admitted on a link. The
Class-level aggregation multiplexes larger groups of flows thaaverage rate allocation serves as an upper bound and the peak
the path-level approach and is thus expected to yield a bettate allocation as the lower bound for the number of flows on a
multiplexing gain. On the other hand, delay jitter control inlink.
networks with class-level aggregation may result in higher de- For class-level aggregation, first recall from our discussions
lay bounds. in Section I1I-C and Section IV-B that, due to delay-jitter con-

In our numerical examples, we perform a comparison of fourol, the end-to-end delay bound is dependent on the num-
different approaches for provisioning QoS. ber of links. So, if the end-to-end delay bound is given by
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Fig. 4. Maximum number of admissible flows.

d, = 10 msec, and the path length is given bythe per-node with 1,10, 50, and100 paths. (Note that the maximum num-
delay bound is given by0/L msec (assuming that the delayber of flows that can be supported with path-level aggregation
budget is evenly divided among all nodes). Thus, the longevith only 1 path is identical to class-level aggregation with a
the route of a flow, the smaller the per-node delay bound, anlipp route.) Figures 4(a)-(d) show that the maximum number of
consequently, the smaller the total number of flows that can llews which can be provisioned with QoS quickly deteriorates
accommodated on a link. In Figures 4(a)-(d), we consider pa#ts the number of paths increases. For 100 paths in the network,
lengths equal td. = 1,5, and10 nodes. As the figures show, we observe for all traffic classes that path-level aggregation ac-
even for longer path lengths, class-level aggregation yieldscammodates the same number of flows as deterministic QoS.
significant multiplexing gain. For traffic classes 1 and 2, which In summary, the performance of path-level aggregation
exhibit lower burstiness, the number of admissible flows witlguickly decreases as the number of paths increases. Since the
class-level aggregation is close to that of the admissible numumber of paths grows (in the worst case) with the square of
ber of flows with an average rate allocation, even when thtae number of edge nodes in a network, path-level aggregation
length of the route grows as large as 10 nodes. appears to be a viable technique only in small networks. Class-
level aggregation, on the other hand, even though it is sensitive

For path-level aggregation, the achievable multiplexing gaip, the length of the routes, yields a very high statistical multi-

is dependent on the number of paths (pipes) that extend fr
a given ingress point. In our examples, we only consider orie
class at a time, so the number of paths at a node is given by t@e
number of different end-to-end routes. In a network with
edge nodes, the maximum number of paths at any core node id8Ve now compare the expected loss rate of a flow with the
given byO(M?). Since path-level aggregation only performschosen set of parameters. Recall that the loss rate as given
multiplexing of flows on the same path, the number of flowin Eqgs. (11) and (13) is for traffic classes, and not for single
which can be multiplexed on a link decreases with In Fig-  flows. Making QoS guarantees to aggregate flows yields a sim-
ures 4(a)-(d), we show the results for path-level aggregatigrie network core, since no per-flow informationis required. On

Comparison of the Traffic Loss Rate



TABLE Il QoS is not sensitive to increases in link capacity or in the num-
NORMALIZED LOSS RATE PER FLow (Note that the loss rate for class-level ber of paths. For QoS with class-level aggregation, the statisti-
aggregation is dependent on the path length.) cal multiplexing gain increases with the link capacity, but does

not increase with the number of paths. However, as discussed

Class-level Aggregation Path-level earlier, the achievable statistical multiplexing gain is depen-
1node [ 2nodes | 10nodes | Aggregation|  gent on the length of a route. In Figures 5(a)-(d) we include
Classes 1,2 6.7-107° [ 1.3-10"" | 6.7-10=" | 6.7 10_2 plots for route lengths of 1 node, 2 nodes, and 10 nodes.
Classes 3,4 6.7-1077 | 1.3-107° [ 6.7-107° | 6.7-10~ The results for path-level aggregation are perhaps the most

interesting aspect of Figures 5(a)-(d). We see that a high level

the other hand, single flows may experience a service whichg§ Statistical multiplexing gain is achievable only if the link
worse than the service guaranteed to the class as a whole. GAPAaCity is high, and the number of paths is small. Since the
obtain a measure on the loss rate, we normalize the loss ratg$fmber of paths can grow as fast as the square of the num-
a class by the long time average of the expected traffic in triRe" of €dge nodes, the multiplexing gain achievable in network
class. (We point out that this ‘normalization’ does not give &€teriorates quickly as the number of paths grows large.

precise loss rate.) Under the assumption that is the set of

classq flows at all nodes, we obtain with Egn. (11) a (normal- VI. DisCUsSION ANDCONCLUSIONS
ized) loss rate of In this paper we have studied two designs for networks with
ss end-to-end statistical service guarantees: class-level aggrega-
Loss Ratléi < tion (Section Ill) and path-level aggregation (Section IV). The
T * _ class-level approach can achieve a very high level of aggrega-
Pq * |Cmgl L-e ili% {AC’M(T) gm‘I(T)} -(7) tion, resulting in a better statistical multiplexing gain; however,

this comes at the expense of requiring delay jitter control for
In our example, sincely, | (1) = [Cmgq| - min (Py7,04 + pg7)  restoring the statistical independence of the flows at each node.
and WithG,, (1) > p,T - |Cinq| We obtain the bound Thus, it is required in this scheme to assign a maximum allow-
- able delay to each node on the path for an end-to-end flow.
The need for jitter control is admittedly a counterintuitive no-
tion which we believe is justified by the high level of achiev-
able statistical multiplexing gain. In the alternative, path-level
The same consideration for the path-level scheme yield scheme, there is no need for delay jitter control, since flows in
this design are multiplexed only if they are of the same class
Loss Rat&*h « 24, . (19) andthey share the same path through the network. Conse-
Pq quently, statistical multiplexing gain is perceived only at the
_network ingress points, at a much lower level of aggregation.
In Table Il we give the results for bounds on the normalizedhe tradeoff between the two designs is one of enforced delay
loss rate for all classes used in our examples. The total logend design complexity) in the form of delay jitter control for
rate is small in all cases, and is of the same order as high levels of achievable statistical multiplexing gain.
i . Our numerical results indicate that the increased statistical
C. Sensitivity of Path-Level Aggregation to the Number qf, itiplexing gain achievable with class-level aggregation is
Paths worth the price paid in terms of enforced delay. In the path-
In Figure 4 we saw that path-level aggregation resulted itevel aggregation design, as the number of paths in the network
relatively poor achievable utilization at a link, when the numincreases, the achievable statistical multiplexing gain quickly
ber of paths (routes) in the network was high. Here we providdiminishes to the achievable multiplexing gain in making de-
more insight into the sensitivity of path-level aggregation toterministic (worst-case) QoS guarantees. Thus, we assert that
wards an increase of the number of paths. the class-level scheme is the preferred approach forimplement-
We use as performance measure the rate that is allocated statistical end-to-end delay guarantees.
per flow to support the desired QoS level on a saturated link. There are a number of important issues that have to be ad-
We call this measure theffective rateof a flow. The effective dressed before the class-level design can be implemented in a
rate is determined by first calculating the maximum numbeeal network. First, we must reconcile our assumption of fixed
of flows which can be provisioned on a link with a desiredoutes with dynamic routing which is prevalent in the Internet
QoS level (deterministic, statistical with class-level aggregdeday. We need to develop appropriate data structures and al-
tion, statistical with path-level aggregation), and then dividingorithms that allow rapid computation of guaranteed rates and
the link capacity by the number of flows. buffer allocations within the network. We need to formulate a
Figures 5(a)-(d) show the results for traffic classes packet-level version of our fluid-model constructs, in order for
through4. For illustrative purposes, we plot the values ofa real implementation to be possible. Here, we expect that the
1/ (effective rat¢ as a function of the link capacity and as awell-known approach from [28] will be sufficient. Finally, we
function of the number of paths. plan to address the issue of how to characterize traffic flows
Figures 5(a)-(d) show the results for deterministic QoS arid terms of worst-case bounding functions. Our development
for the two statistical QoS schemes considered here. A largso far has rested on the assumption that a worst-case, subad-
value of1/(effective ratg indicates a better statistical multi- ditive bounding function is available for each traffic flow. If
plexing gain. The effective rate of a flow with deterministicbounding functions for flows are not available a priori, it be-

Loss Raté*** < %eL. (18)
q
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comes essential to estimate these bounds from data. Estimating I1SDN: Worst case behavior and connection acceptance contrizitein
a traffic bound from measurements is one topic of our ongoing

research. (10]
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