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Abstract—In geo-distributed cloud storage systems, data replication has been widely used to serve the ever more users around the
world for high data reliability and availability. How to optimize the data replica placement has become one of the fundamental problems
to reduce the inter-node traffic and the system overhead of accessing associated data items. In the big data era, traditional solutions
may face the challenges of long running time and large overheads to handle the increasing scale of data items with time-varying user
requests. Therefore, novel offline community discovery and online community adjustment schemes are proposed to solve the replica
placement problem in a scalable and adaptive way. The offline scheme can find a replica placement solution based on the average
read/write rates for a certain period of time. The scalability can be achieved as 1) the computation complexity is linear to the amount of
data items and 2) the data-node communities can evolve in parallel for a distributed replica placement. Furthermore, the online scheme
is adaptive to handle the bursty data requests, without the need to completely override the existing replica placement. Driven by real-
world data traces, extensive performance evaluations demonstrate the effectiveness of our design to handle large-scale datasets.

Index Terms—Geo-distributed storage system, data replica placement, scalability, adaptivity, community discovery

1 INTRODUCTION

N the current era of big data, geo-distributed cloud storage
Isystems need to manage, manipulate, and analyze a large
scale of data for the emerging data-intensive applications.
According to the IDC report, the volume of data is doubling
every two years and thus will reach a staggering 44 zetta-
bytes by 2020 [1]. To serve the ever more users around the
world, data replication among geo-distributed storages
has been widely used to increase data reliability and
availability [2].

Placing requested data closer to end users helps to lower
the user experienced service delay and the inter-node data
read traffic, which motivates intensive research about data
replica placement. Modern service providers, e.g., Face-
book, maintain a full copy of user data in each data cen-
ter [3]. However, this may generate unnecessarily high
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inter-node synchronization traffic to maintain consistency
among data and replicas. Therefore, the inter-node traffic
can be reduced by selecting a proper number of data
replicas.

Apart from the inter-node traffic, the storage locations of
data replicas may also affect the system overhead of access-
ing associated data items [4], [5]. It is worth noting that
users may request multiple data items in one transaction.
For example, in online analytical processing (OLAP) sys-
tems, a query may be executed by accessing multiple data
blocks [6]. The system overhead could be reduced if fewer
storage nodes are involved to handle such a request. The
reason is that a certain overhead, e.g., the establishment of
TCP connections, will be introduced if the read request is
dispatched to a storage node. In short, data replica place-
ment reduces the system overhead by placing associated
data items together in the same storage location. With the
increasing number of data items, how to choose the proper
number and storage locations of data replicas becomes a
critical issue.

Various data replica placement schemes have been pro-
posed to seek optimal data storage locations, which are typi-
cally implemented in a centralized/offline way: At every
distributed storage node handling the user requests, the
data access logs are captured. Then, a central controller is
deployed to collect all logs and analyze the request fre-
quency of each data item. The extracted information is fed
into the replica placement algorithms, e.g., mathematical
programming [8] and graph partitioning [5], [7], [9], which
finally output the storage locations of data replicas. These
centralized / offline schemes can iteratively approximate the
optimal solutions with high accuracy.
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Although intuitively valid in design, the centralized / off-
line schemes may meet two practical challenges when
applied to a large-scale storage system. First of all, a long
running time of the placement scheme is expected when a
large amount of data items are deployed at many storage
nodes [4]. Furthermore, faced with time-varying data
requests, these offline solutions are slow to react to the real-
time changes in workloads [10]. For a large scale storage sys-
tem with user request uncertainties, data replica placement
schemes should be 1) highly efficient with small computa-
tion overhead for a quick placement decision, and 2) flexible
to change the storage locations of data replicas in an online
fashion. Therefore, it is imperative to solve the replica place-
ment problem in a more scalable and adaptive way.

In this paper, based on the overlapping community dis-
covery and adjustment, we design scalable and adaptive
data replica placement schemes in geo-distributed cloud
storage systems. A data-node community is defined as the
group of a storage node and all data items placed at it, which
should have more internal data access requests than external
ones. Therefore, a more compact community structure
means more data requests are served locally with lower sys-
tem overhead and less inter-node traffic. Unlike traditional
centralized placement schemes, communities can evolve to
decide whether each data replica should be placed at the
node in a parallel and adaptive way. The scalability of our
design can be achieved by this distributed implementation
along with the computation complexity linear to the amount
of data items. Our major contributions in this paper include:

e A novel distributed overlapping community discov-
ery scheme is proposed to solve the data replica
placement problem in a scalable way. This offline
scheme can find a replica placement solution based
on the average read/write rates for a certain time
period.

e Guided by the offline scheme, an online community
adjustment scheme is proposed to adaptively handle
the bursty requests.

e The worst-case performance guarantees of the pro-
posed schemes are provided via theoretical analysis.

e Extensive evaluation results driven by real-world
data traces show the superiority of our design over
the state-of-the-art replica placement methods.

The rest of this paper is organized as follows. Section 2
summarizes the related work. Section 3 presents the model
of the geo-distributed storage system. In Section 4, the dis-
tributed community discovery-based data replica place-
ment scheme is proposed along with the theoretical
analysis. In Section 5, an online community adjustment
scheme is further proposed to handle bursty requests. In
Section 6, the efficiency and the performance of the pro-
posed schemes are evaluated and substantiated with exten-
sive experiments. Section 7 concludes this paper.

2 RELATED WORK

2.1 Data Replica Placement

Many researchers have pointed out that data replica
improves the data locality to ensure a better read /write per-
formance in data-intensive systems. In online social
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networks (OSN), Tran et al. [11] proposed to create data rep-
licas for users only at the node having the largest amount of
their friends to alleviate excessive data replication. How-
ever, only the read requests are considered, which may gen-
erate high data-write traffic. To minimize the total inter-
node traffic, Liu et al. [3] proposed to select data items that
have higher read rates and lower update rates for replica-
tion. Traverso et al. [12] proposed a lazy content update
mechanism to lower the peak-hour traffic in the geo-replica-
tion system. All these previous studies only focus on the
inter-node traffic or data access delay.

The system overhead is also affected by other factors,
e.g., the multi-get hole effect [13], which could be explained
as follows: When more than one items are requested in one
data transaction, the span of involved nodes to handle such
a data request influences the throughput of the storage sys-
tem. Therefore, how to place strongly associated data items
has attracted extensive research attention. Nishtala et al. [14]
pointed out that data items that are frequently requested
together can be treated as a whole, and such request pattern
information can be extracted by analyzing historical traces.
Agarwal et al. [4] presented Volley, an offline data place-
ment framework for geo-distributed services where a data
item is iteratively migrated to get near to both end users
and its associated data items. Jiao et al. [9] proposed a multi-
objective data placement (MODP) scheme, optimizing the
data storage locations through iterative graph cuts. Yu
et al. [5] designed a hypergraph-based framework for associ-
ated data placement (ADP) among geo-distributed storage
nodes. Nevertheless, these centralized solutions are not
effective enough, in terms of the running time and computa-
tion overhead, to output decisions quickly, especially when
the storage system is on a large scale.

Therefore, it is critical to solving the replica placement
problem in a more scalable way. Yu et al. [7] proposed a
sketch-based data placement (SDP) for hypergraph sparsifi-
cation, reducing the algorithm running time. SpeCH [15]
used a randomized solution for the low-rank approximation
of the hypergraph matrix, improving the efficiency of data
placement. GPlacer [16] proposed heuristic solutions that
can efficiently find sub-optimal data storage locations. How-
ever, these offline solutions are slow to react to the real-time
changes in workloads, e.g., the bursty data requests.

As an online scheme, DataBot [17], [18] utilized reinforce-
ment learning to adaptively learn optimal data placement
policies, reducing the data access latency with no future
assumption about the data requests. However, the inter-
node traffic and the system overhead of accessing associ-
ated data items are overlooked in DataBot. Charapko
et al. [19] proposed a data migration solution Akkio, which
adapts to the changing access locality patterns. To improve
the scalability of the solution for Petabytes of data at Face-
book, Akkio grouped the related data with similar access
locality into a migration unit. Akkio mainly focuses on the
granularity of data migration, without considering the opti-
mality of the solution. Table 1 compares the proposed
schemes with existing research work. Different from previ-
ous studies, the proposed scheme in this paper takes the
read/write requests and data association into account, and
uses the community discovery/adjustment for scalable and
adaptive data replica placement.
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TABLE 1
Comparison of the Proposed Data Replica Placement Schemes With the Existing Research Work
Scheme I Performance Metrics \ Solution | Efficiency | Adaptivity [ Scalability
Volley [4] Read /write traffic, latency, load balance Iterative optimization
MODP [9] Read /write traffic, operation cost Graph cuts Low
ADP [5] Hypergraph partitioning Offline
SDP [7] Read traffic, overhead for associated data Hypergraph sparsification . .
- Medium Centralized
SpeCH [15] Spectral clustering
GPlacer [16] Laten Heuristic
DataBot [17], [18] ency Reinforcement learning High
Akkio [19] Read /write traffic, latency, storage footprint Heuristic Online
SD3 [3] Read /write traffic
Our schemes Read /write tr.afﬁc, Community discovery Very high Offline/online Distributed
overhead for associated data adjustment

2.2 Community Discovery-Based Schemes
Community discovery is considered as an efficient solution to
extract useful information from complex networks, which has
been widely used in a series of domains, e.g., biological net-
works, social sciences, and regional geography [20]. Various
methods have been proposed for detecting both non-overlap-
ping [21], [22] and overlapping communities [23], [24]. For the
data placement problem, Chen et al. [25] leveraged the interac-
tion locality to merge the pair of communities into a single
community, aiming to place the data items within an interac-
tion community together. Without considering data replica-
tion, the performance gain is limited in this work. To achieve a
perfect data locality in OSN, Pujol et al. [26] tried to place social
communities at the same storage location and designed a par-
titioning scheme to replicate the data of all friends, which
inevitably incurs a huge data synchronization traffic. Hu
etal. [27] proposed a two-phase community discovery scheme
to place associated data items to the cloud, speeding up the
parallel processing stage of data analytics. Unlike the existing
community discovery-based replica placement methods, our
design tries to find a proper number of data replicas in each
community, minimizing both the inter-node traffic and multi-
get hole effect.

TABLE 2
Notations

Symbol  Definition

N Set of geo-distributed storage nodes, and N = |\

M Set of data items, and M = | M|

Ezy Binary variable: To place a replica of data item = at node y
(ezy =D ornot(e,, =0,z M, yeN

D Request pattern which involves multiple data items in one
read transaction, p € P

Bpyj Binary variable: Request p from node y is routed to node j
(8,y; = 1) or not (8,,; = 0)

P, Subset of request patterns which contains data item z,
P.CP

R, Read request rate of pattern p from source node y

R, Read request rate of data item 2 from source node y

W, Write request rate of data item

Yu, C Master node, set of follower nodes for data item x

D, Set of stored data items and replicas at node y

A Constant overhead to fulfill a read request at the storage
node

n Weight to trade off the metrics of inter-node traffic and
system overhead of accessing associated data items

L Optimization objective value

T Time length of the service period

¢ Pre-defined value for the online community adjustment

scheme

3 SyYSTEM MODEL AND PROBLEM STATEMENT

In this section, we start by introducing the model of the geo-
distributed storage system and then discuss how to opti-
mize the storage locations of data replicas. The major nota-
tions used in this paper are summarized in Table 2.

3.1 Geo-Distributed Storage System and Data ltems
Fig. 1 illustrates the model of the geo-distributed cloud stor-
age system, which consists of a set of storage nodes N dis-
tributed at different geographical locations (with size
N = |N]). Let M denote the set of data items stored in the
system (with size M = |M]|). The data items could be files,
tables or blocks in practice. Similar to the widely used
Hadoop [28] and Cassandra storage system [29], it can be
assumed that the data items are with a default size.

To improve data reliability, fault-tolerance, and accessi-
bility, data items are often stored in a one-leader multi-fol-
lower manner. Initially, each data item = € M is uploaded
to or generated at a single master node y, € N, denoted by

D:x — y,. (1)

Furthermore, data replicas are created and stored at the
follower nodes. A binary variable ¢, is introduced to decide
whether a replica of data item « is placed at node y (¢, = 1)
or not (g, = 0). Then, the set of follower nodes for data
item z is given by

Cx:{y€N|51y:1}' 2

It is worth noting that a storage node can act as a master
node and a follower node simultaneously for different data
items. Then, the set of all stored data items and replicas at
node y is represented by

Dy={zeM|y=y, Ve, =1} 3)

Data items
Storage nodes

Data-node read requests Ry,
 Read request patterns Ryy

Data-node write requests W,

Fig. 1. lllustration of the geo-distributed storage system with the data
read/write requests.
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3.2 Workloads of Read/Write Requests

The data transactions contain a set of read and write
requests. For the cloud-based storage system, the data access
type could be both read-intensive and write-intensive [2].
Then, the models of read /write workloads are introduced.

3.2.1 Read Request Flow

The data-intensive applications, e.g., OLAP, may request
multiple data items (denoted by request pattern p) in one
transaction. Denote P the set of request patterns,
P C {M, 0}. Fig. 1illustrates an example of the system which
contains 6 data items and 3 request patterns, P =
{{z1, 22, x5}, {w2, w4}, {24, 5,26} }. Then, the data flow of
read requests is defined as follows: When an application at a
node requests a dataset p to fulfill its task, this node is set as
the source of the flow, and the nodes having the data in p are
the destinations. Furthermore, P, is introduced to denote the
subset of request patterns which contains data item =,
P, C P.Forexample, P,, = {{z1, s, z3}, {w2, z4}} in Fig. 1.

Let R,, denote the average read rate or frequency to
the request pattern p from the source node y for a certain
period T. Mature prediction methods, e.g., EWMA [30],
could be applied to derive the request rates from the his-
torical information, so the details of dealing with predic-
tion are not included in this paper. The predicted read
rate information R,, is fed into our scheme to make the
replica placement decision. Then, the request rate R,, for
each data item z from node y can be calculated by

R,y = ZR,,J z€p), 4)

where the binary functlon 1(z € p) indicates whether the
data z belongs to the request pattern p (denoted by
1(z € p) = 1) ornot (1(z € p) = 0).

3.2.2 Write Request Flows

For the reason of data security, whenever a data item x is to
be written or updated, the write operation can only be sub-
mitted to the predefined master node y, [2], [31]. Take Fig. 1
as an example, data z; can only be updated by the data
owner at master node A. Then, for data consistency, the
master node acts as the source to synchronize the updated
data with all follower nodes. Inter-node write traffic will be
generated to maintain data consistency. Let W, denote the
write rate to the data item . Similar to R,,,, W, can also be
derived from the historical information.

3.3 Performance Metrics
It has been pointed out that data placement can affect the
performance of the storage system in both the inter-node
traffic and the overhead of accessing associated data [5].
Inter-node traffic: For the data read requests, if the data
item is not stored at the requesting node, the inter-node
read traffic will be introduced. The total read traffic can be
defined as

D IME

zeM yeN

1(x € D,)], (5)

where the binary variable 1(xz € D,) indicates whether item
x is placed at node y or not. Furthermore, when the data
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item is written or updated, inter-node write traffic will be
generated for synchronization. The total write traffic is
defined as

Wi — Z W, - Zsu/ (6)

zeEM yeN

System overhead of accessing associated data: Let us con-
sider the scenario that the associated data items in pattern p
are requested from node y. Since the local node y might not
be able to provide all needed data, all locally unobtainable
data items should be fetched from remote nodes. As the
routine process in handling a read request p may cause
extra overheads, e.g., the establishment of TCP connections,
the system overhead is related to the number of involved
remote nodes [5], which can be defined as

> A b @)

JeEN j#y

where A\ denotes the constant overhead to fulfill a read
request at a remote node j, j# y. The binary variable
8,y € {0,1} indicates whether node j provides data access
for request p or not. With different read rates to various
request patterns, the total overhead to handle all the
requests is given by

=2 R

yeN peP

S Ay ®

JEN j#y

The operational cost of the cloud storage system can be
reduced if (8) is minimized, which can be achieved by plac-
ing strongly associated data items together.

3.4 Optimization Problem Formulation

Our objective is to minimize the total service overhead by
determining 1) where the data replicas should be placed ¢,
and 2) where the read request should be routed §,,,;

min L(egy, 8yy) = /01 4 n- (L[R] + L[W])
s.b. 8y < 1(pNDy),

9)
pC U j:y\/épw-:le’
Eays Opyj € {0, 1},

where 7 is utilized to trade off the system overhead and
inter-node traffic metrics defined above. Constraint
8,y; < 1(p N D;) ensures only nodes storing items in p can be
set as the destinations of data requests. Constraint
pcC U J=yVoy, j_lD ensures the route destinations can pro-
vide all the needed data items. Furthermore, the storage
capacity at each node is not considered as a constraint for
the following two reasons: 1) From the user perspective, a
cloud can provide “infinite” storage resources on demand;
2) Our work aims at a lower bound of the total service over-
head by assuming an unlimited storage capacity at each
node. The insights of the replica placement and request
routing problem are as follows:

Insight 1. If more data replicas are placed at each node,
the overhead LO) and inter-node read traffic LR can be
reduced. In the extreme case, if each node stores a full copy
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Fig. 2. An example of the overlapping community discovery-based
approach: (a) Initial data-node community with data stored over the
unique master node; (b) Local community expansion for replica place-
ment over the follower nodes.

of all data items, L[O] and LRI decrease to 0 as all read
requests can be fulfilled locally. However, this will cause
unnecessary write traffic for synchronization purposes.

Insight 2. It is worth noting that the formulated optimiza-
tion problem is suitable for the scenario where data request
traffic is fairly steady for the time period 7. Therefore, the
community discovery-based solution in Section 4 can find a
replica placement solution based on the average read/write
rates for this period. Furthermore, to handle the bursty
requests, an online solution is proposed in Section 5.

Then, the hardness of the formulated optimization prob-
lem is examined. The replica placement and request routing
decision is a 0-1 integer programming problem, which is
proven NP-hard [32]. Furthermore, the difficulty is also par-
tially due to the decision of replica placement and request
routing affecting each other. In general, facing large
amounts of data items, traditional solutions are less effec-
tive, in terms of the running time and overhead, to solve
this problem.

4 CoOMMUNITY DISCOVERY BASED REPLICA
PLACEMENT

4.1 Design Overview

Considering large-scale datasets, a novel overlapping com-
munity discovery-based approach is proposed to solve the
replica placement and request routing problem (9) in an effi-
cient and scalable way. As shown in Fig. 2, a community is
defined to include a set of data items and a storage node.
Generally speaking, community discovery is to find tight-
knit community structures that have more internal edges
than external ones. As illustrated in Fig. 3, there are three
kinds of external edges among the data-node communities:

(1) If a data item or its replica is not placed at a node, the
data item needs to be fetched from another node
when requested with a data-node read edge e,

(2) The request pattern which involves multiple data
items can be generalized as a hyperedge e,,.

(3) If a datareplica is placed at a node, the data synchro-
nization edge e, will be introduced to maintain data
consistency.

Then, it can be demonstrated that the weight of all exter-
nal edges among communities is equivalent to the optimiza-
tion objective value L(e,y,8,,;) in (9) with the following
theorem.
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> Request pattern hyperedge ey,

Data-node read edge ey,

Data synchronization edge e,

Data items

Data replicas

Fig. 3. lllustration of three kinds of external edges among communities:
data-node read edge, request pattern hyperedge, and data synchroniza-
tion edge.

Theorem 1. If the weights of edges are set according to

Wyy = AR, for request pattern hyperedge e,
W,y = NIy, for data-node read edge e,
w, = nW,, for data synchronization edge e,,

(10

the sum of external edge weights among communities is equiv-
alent to the optimization objective value L(eyy, 8,y;)-

Proof. Given the data-node community {y} U D,, the num-
ber of read edges initiated from y is > _\,[1 —1(z €
D,)]-1(R,, > 0). The number of write edges to node y is
equal to the number of placed replicas > _,, €., For the
request pattern hyperedge, if the local community cannot
provide all needed data items, the hyperedge may con-
nect different communities, just as shown in Fig. 3. The
number of external hyperedges from node y is
D peP 2jen jry Spyj- With the edge weights in (10), the
sum of external edge weights is

Z Z W(R:I:y[l -1(z € Dy)] + WrETy)

yeN zeM

(11
+ Z Z Z ARy Spyjs
yeN peP jeN j#y
which is equal to L(g,y, 8,y;)- .

This means that a compact community structure with
fewer external edges can provide a better replica placement
solution. The methodology of community discovery can be
summarized as follows: Initially, each of the IV storage nodes
and its affiliated data items (according to D in (1)) are preas-
signed to a different community. Fig. 2a illustrates that the
preassigned storage nodes and data items form N non-over-
lapping communities (also known as seeds). With the local
expansion from seeds, data items are gradually added to the
community, i.e., replicas are placed at storage nodes, based
on some criteria, trying to minimize the weights of all exter-
nal edges. As shown in Fig. 2b, the local expansion outputs
the overlapping data-node communities with replicas.

4.2 Distributed Community Discovery Algorithm

Then, the design details of the distributed community dis-
covery algorithm are presented to solve the replica place-
ment and request routing problem. As the community
discovery is based on the local expansion from seeds, we
show how the external edges change when a data replica is
added into a community first. Let us take Fig. 3 as an exam-
ple with the initial data placement {z4} — B and {5, 26} —
D. When data replica x4 is placed at node D, two external
edges, i.e.,, the request pattern hy?eredge and the read
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request edge to x4, could become internal edges, and an
external write edge should be created. However, when z; is
added to B, the external hyperedge cannot be removed as B
still needs to fetch x¢ from D. Therefore, when a data replica
z is added at a node y, the weight variations of external
edges are given by

Vzy = Wz — Way — Z WyyBapy, (12)

peEP:

where 6,,,, is a binary variable to decide whether the exter-
nal hyperedge e,, can be removed (0,,, =1) or not
(04py = 0). Then, how 6,,,, can be derived from the current
data locations D, and request routing §,,; is shown. For
data item z in pattern p requested by node y, the set of
nodes which can provide z for R, is given by
{ZEN'CLEDHSPW :1} (13)
Then, by assuming data replica « is placed at node y, 6,,,
can be derived from

>

ieN,zeD;.8

Qr])y = min{17 1(p C U .7'61\’,81,1/7-:1,,7762’Dj)}’

pyi:l

(14)

where 1(p C UjeNﬁm:l#iDj)} =1 indicates if node i is
removed from the routing destination (8,, < 0), other
nodes (8,,; = 1, j # ©) can still provide all needed items for
R,,. If at least one node i could be removed, the external
hyperedge from y to ¢ can be removed, and 6,,,, is set to 1.
Based on the analysis above, the criterion of community
expansion is set as: If v,, < 0, data replica « is added to the
community by placing it at node y. This criterion ensures
the efficiency of decision making facing a large amount of
data items. The pseudo code of the distributed community
discovery is listed in Algorithm 1. It is worth noting that in
order to improve the scalability of our design, each data-
node community evolves in parallel for decision making.

Algorithm 1. Distributed Community Discovery

Input: Dataset M, node set N, request pattern read rate R,
data write rate W, master node v,..
Output: Data replica placement ¢, request routing §,,,;.
Initialization: Ve,, < 0, 8,,; < 1if j = y,.
1: for Dataitem z € M,z ¢ D, do
20 ey —1,Dy —x,if Ry > W,

o> Initial replica placement
3: end for
4: Exchange the data storage location information D; with all

other nodes, j € \V;
5: for Request pattern p € P do
6: Calculate request routing {4,,;} based on D;, j € N;
7: end for
8: for Data item x € M, z ¢ D, do
9: Calculate 6,,, based on (14), Vp € P,;
0: ey —1,Dy —x,if v,y <0;
> Community expansion
11: end for
12: Repeat Step 4 - 7 to update the request routing {8,,,;} based
on the D; after the expansion, j € A/
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Initially, for each data item which satisfies R,, > W,, a
data replica is directly created at node y (e,y — 1, D, + x)
as it can always benefit the weight reduction of external
edges. In this step, the total inter-node traffic is minimized.
Then, node y exchanges the storage location information D;
with all other nodes, j € N. The routing of all request pat-
terns R, from node y can be calculated based on D;. As the
amount of inter-node traffic is determined, the optimization
problem in (9) for a read request R, is transformed to

min Zjef\/ Ajyéy(s"””s't' pyj < Up N Dy),
PC U J=yVy, 8py € {0, 1}

Therefore, the objective of routing is to find the minimum
number of nodes to serve each read request, which can be
classified into the classical NP-hard set cover problem [33].
To achieve a high solution efficiency, the well-studied
greedy method is applied here. The storage node which
holds the highest number of uncovered data items in the
earlier iterations is greedily selected. The competitive ratio
of this heuristic method is 2 with the computation complex-
ity of O(N?) [33]. Based on the updated routing decision,
the placement of data replica  will be decided by the
expansion criterion. All the rest data items will be consid-
ered one-by-one to decide whether it should be added to
the community. At last, the routing of all request patterns
will be updated again to search for a better routing decision
based on the current data-node community D;, j € N.

(15)

D.
yi=1 b

4.3 Theoretical Analysis
The performance of the proposed distributed community
discovery algorithm is theoretically analyzed in terms of the

computation complexity and the worst-case performance
bound.

Property 1. Algorithm 1 has the computation complexity of
O(|P|- N* + |P,|- N - M).

Proof. If R,, > W,, the data items are directly added to the
community with the computation complexity of O(M)
(Step 1-3). The exchange of the data storage location
information with all other nodes needs N iterations (Step
4). Then, the routing for all request patterns P at node y
should be calculated (Step 5-7). The used greedy heuristic
method can solve the set cover problem in (15) in a poly-
nomial time O(N?). Moreover, to calculate 6,,, (Step 9),
all nodes storing data item z should be considered with
the maximum computation complexity O(N). As data
items may be requested in at most | P,| patterns at node y,
it needs |P,|- N - M iterations to decide whether data
items should be added to the community or not. Further-
more, the routing update process of all request patterns
(Step 12) also needs N + |P|- N? iterations. To sum up,
Algorithm 1 needs M +2(|P|-N?+ N)+|P,|-N-M
iterations in total. The overall computation complexity is
givenby O(|P|- N* +|P,| - N - M). 0

Theorem 2. Algorithm 1 incurs no more than 1 —5—% times of the
optimal objective value L.

Proof. Let us consider an arbitrary data item z;. If z; is
always requested solely from y, i.e., p = {z;}, the weight
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As the number of requested patterns should be no more
than the total number of requested data items, we have

ZR,,y A(z,...,@, € p) <min{Ry,y, ..., Ryt
pEP

SRIl?/_'—”.—i—Rmny.

n
(20)
As n > k, the approximation ratio is bounded by
L R -+ R . A A
<( oy T + wny) (n+ )<1+_. 1)
Lopt (Rrw ot Ryy) o n
Fig. 4. 'Illustration o_f replica placement at nc_>de y when y,, = y,, =iand Vzyys Viogys -+ » Vagy < 0: As shown in Fig. 4b, a full copy
Yz, = J: (@) No replication; (b) Full data replication z;, z, and z,; (c) Par- fd t = -'1. il be placed at ith th timal obi
tial data replication z,; (d) Partial data replication z, and z»; (€) Partial Ob data replicas will be placed at y wi € optmal objec-
data replication z» and z,,; (f) Partial data replication ;. tive value
variations of external edges for the placement of z; at y are L=Lopt = Wey + Woy -+ Wy,) - 1. (22)

ey = Way — Rayy) - — Rpy - A (16)
In this case, Algorithm 1 can always find the optimal
solution for z; based on the defined criterion of commu-
nity expansion.

Then, let us consider the scenario when n data items
are simultaneously requested from node y, n > 2. As
shown in Fig. 4, data item z; and z, are assumed to be
placed at a node i initially, i.e., y,, = ¥, = 4. This repre-
sents the case that multiple data items are stored at the
same node. Furthermore, z,, is assumed to be placed at a
node j, y,, = j, which represents another case that the
requested data items are solely stored at each node. Given
the storage locations of data items, it can be assumed that
k storage nodes are involved to fulfill the data request,
just as illustrated in Fig. 4a. According to (12), the weight
variations of external edges are given by

Vayy = (Way = Rayy) -1,
Uzgy = (Wrz - vazy) -1
U17n,ll/ = (Wl’n - Rl’nll/) i/ ZpE’P Rl’nl//\ : 1(‘17” € p)

a7

Then, we have the following six different cases:

Uy Vagys - - - Ve, ¥ > 0: Based on Algorithm 1, no rep-
lica should be placed at node y, just as shown in Fig. 4a.
Then, the weight of external edges is given by

L= k~Zpr/\-1(fL’1,x2,...,xn €p)
peP (18)

+ (Rm/ + Rmzy +oot Rl‘ny) e

However, it is possible that data replica 1, 22, ....,z,
are placed at one node (not y) with the global optimal
solution. In this case, the optimal objective value can be
obtained by fetching 1, x, . .., , from that node

LOpt = ZRPUA : 1(1'17.2727 ceey I S p)
peP (19)

+ (R-my + RTQZ/ +oet R-Tl"n,l/) e

Vgyys Vrgys - - - > 0, py, ... < 0: As shown in Fig. 4c,
data replica z,, will be placed at node y with the objective
value

L:kl-ZprXl(a:l,...,xn €p)
peP (23)
+ (R-le + RTZU ot Wrn?/) 1,

where k; is the span of involved storage nodes, k; < k.
According to (20), we have

L < (Rny + Rﬁzy +.. -))‘ + (Rny + R@y +eee Wrny)’i-

(24)

The optimal objective value can be obtained by plac-
ing all data replicas at y with

Lopt = Way + Way + -+ Wy, ) . (25)
From (17) and (24), the approximation ratio is given by

L (wa"'szy“'"'+an)(’7+)‘):1+é
Lopt (Ropy+ Rugy + -+ Wa)n n

(26)

Vs Vagys - - - < 0, 2y, ... > 0: As shown in Fig. 4d, the

objective value is given by:

L=ky- > RyA-1(z1,...,2, € p)
peP 27)
+ Wayy + Wayy + -+ Rayy) -1,

where k» is also the span of involved storage nodes. In
this case, the independently stored data x, should be
fetched from external storage nodes. We can check all
possibilities and determine that Algorithm 1 outputs the
optimal solution L = Lgpt.

For the other two cases v;y,... > 0, Upyy, Tpy,... <0
and vy y, ... <0, Vyyy, Tpy, ... > 0, it can be also deter-
mined that Algorithm 1 outputs the optimal solution
L = Lopt- Therefore, the overall worst-case performance
bound is given b
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L A
< 14-.
Lopt n

(28)
O

5 ONLINE COMMUNITY ADJUSTMENT FOR BURSTY
REQUESTS

When the read/write request rates change, it is not neces-
sary to modify the storage system by completely overriding
the existing replica placement. An online community
adjustment scheme is proposed to handle the bursty
requests. Therefore, the service overhead L can be mini-
mized based on the existing replica placement {e,,} and
request routing {3,,;}, z € M, y,j € N.

The Discounting Rate Estimator (DRE) [34] could be
applied here to construct the real-time request information
{R;,} and {W!}. For the data read R/, a counter is main-
tained for each pattern p at every node y, which increases
with every read operation, and decreases periodically with a
ratio factor. Similarly, for the data write W;, a counter is also
maintained for each data item « at every node y. The benefits
of DRE are as follows: (1) It reacts quickly to the changes of
the request patterns; (2) It only requires O(1) space and
update time to maintain the prediction for each counter.

The pseudo code of the online community adjustment is
listed in Algorithm 2, which monitors all data items from
t =0 to T in parallel. Let ¢’ denote the last time that the stor-
age location of data item x is updated at node y. If the varia-
tions of read/write request rates are greater than a pre-

defined value, ie., Y R;y - R;y + ‘W; - W; > ¢, the
data storage location will be adjusted accordingly for the
adaptive community expansion and reduction. The constant
¢ determines how frequently the community is adjusted.
Based on the updated replica placement, the request routing

will also be updated.

PEPy

Algorithm 2. Online Community Adjustment

Input: Dataset M, node set /, real-time read/write rate R;
and W!, master node y,, existing replica placement &,, and
request routing §,,;.

Output: Updated placement ¢, and request routing 8,,;.

1: Monitor data item z at node y fromt =0to T, z € M;

2046 5, |, — BY |+ (W= W!| > ¢ then

3 ife,, =1&&y #y, && R, < W] then

4: €y — 0, ¢ Dy;

5: Calculate ¢, based on (29), Vp € Py;

6: Update routing: 8,,,, < 1 if way =1,Vpe P,
7: endif

8: ife,, =0 then

©

Calculate 6,,,, based on (14), Vp € P,;

10: €y — 1, Dy — x,if v,y < 0;

11: endif

12:  If replica z is added/removed at ¢, node y broadcasts the
message ¢,, to other nodes;

13: end if

14: if Receive the message €,; = 1 or £,; = 0, §,,; = 1 from node
4, J €N, j#ythen

15:  Update request routing {3,,;} with the greedy method in
Section 4.2, Vp € P,;

16: end if
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Community Reduction (Step 3-7). Initially, the scenario that
data replica z is placed at node y is considered, e,, =1,
y # y,. If the read rate decreases with the increased write
rate R, < W], replica z is deleted to reduce the total inter-
node traffic without considering the multi-get hole effect.
Then, the request routing for = at node y should be updated.
Therefore, 9; is introduced to decide whether a new rout-

ing destination should be added (¢, = 1) or not (¢,,, = 0)
if replica z is deleted from y
Qu,rpy =1 —min{1, Z Spyj  Leay = D}, (29)

JEN j#y

where 8,,; - 1(e,,, = 1) = 1 indicates that the rest routing des-
tinations (8,,; = 1, j # y) can still provide data z for R,,
p € P,. If no destination nodes can provide z, node y can
fetch x from the master node y,, 8, <+ 1.

Community Expansion (Step 8-11). If €,, = 0, the expan-
sion criterion proposed in Section 4.2 is used to determine
whether replica 2 should be added at node y or not.

Routing Update (Step 12-15). If replica x is added or
removed at ¢, node y broadcasts the message ¢,, to all
other nodes for routing update. On the other hand, node y
may receive the message from other nodes that the replica
placement of data item x has been changed. If 1) replica x
is added at node j, ,; = 1, or 2) replica z is removed from
the routing destination, ¢,; = 0, 8,,; = 1, the routing of all
patterns p € P, will be updated with the greedy method,
jEN, j#y. The theoretical analysis of the proposed
online community adjustment algorithms is provided as
follows.

Property 2. For a data item =z, if the variations of request rates
are greater than ¢, Algorithm 2 will be triggered with the com-
putation complexity of O(|P,| - N). If the storage node receives
the message that the replica placement of data item x has been
changed, Algorithm 2 has the computation complexity of
O(|P.| - N?).

Proof. For data replica = placed at node y, if R}, < W, the
data item is directly removed. To calculate ¢, for routing
update, Vp € P,, all routing destinations (8,,; =1, j # )
should be considered with |P,|- N iterations at most.
Then, if x is not placed at node y, the community expan-
sion also needs |P,|- N iterations to decide whether z
should be placed at y, just as discussed in Property 1. The
computation complexity of Algorithm 2 for a data item is
O(|P;|- N) when the variations of request rates are
greater than ¢.

Then, if node y receives the message that the storage
location of z has been changed, the routing for all
|P.| request patterns is updated with the greedy
method. The computation complexity of Algorithm 2 is
O(P.| - N?). 0

Theorem 3. At time t, Algorithm 2 incurs no more than 1 +%
times of the optimal objective value Lgpt'

Proof. Initially, the community reduction process ensures
that R, > W} holds for all remaining data replicas at
each node. The minimum number of data replicas can
be achieved for data item z to reduce the total service
overhead L' at time ¢. Then, by considering the multi-get

Authorized licensed use limited to: The University of Toronto. Downloaded on December 04,2024 at 02:26:40 UTC from IEEE Xplore. Restrictions apply.



LIU ETAL.: SCALABLE AND ADAPTIVE DATA REPLICA PLACEMENT FOR GEO-DISTRIBUTED CLOUD STORAGES

hole effect, the community expansion process gradually
adds more data replicas at each node. According to The-
orem 2, the worst-case performance bound of the incre-
mental community expansion is 1 + % By using the same
expansion criterion, the worst-case performance bound
of the online community adjustment algorithms is also
given by

(30)
O

Guided by the offline community discovery scheme, the
proposed online community adjustment scheme is also a
distributed solution. All storage nodes only need to monitor
the information of data read /write request rates and update
the replica placement in parallel. Compared with the cen-
tralized solution which needs to collect the global real-time
request information for placement decision making, the
communication overhead of our scheme is limited with a
higher scalability.

6 PERFORMANCE EVALUATION

In this section, extensive evaluations are performed to eval-
uate the performance of the proposed distributed commu-
nity discovery (DCD) and online community adjustment
(OCA) algorithm. Two real-world traces, i.e., MSR Cam-
bridge Traces [35] and Facebook Friendships Dataset [36],
are synthesized together to extract the real-time request
information for associated data items. The evaluations are
conducted in Python for a parallel implementation of the
geo-distributed storage system.

6.1 Trace Description and Experiment Settings

MSR Cambridge Traces [35]. These are the I/O traces gath-
ered from servers located at Microsoft Research Cam-
bridge where data read/write requests are captured from
36 storage volumes for a week. Based on the traces, it can
be assumed that there are N = 36 geo-distributed storage
nodes in the experiments. Fig. 5a illustrates the arrival
rates of the requests for a period of 7'=1 hour at each
node. The distribution is biased among storage nodes due
to real applications. The proposed DCD algorithm can
find a replica placement solution based on the average
read/write rates for this period. For each request, the
hostname, request type (read/write), and timestamp are
given. Fig. 5b illustrates the time-varying feature of data
request rates. Based on DCD, the OCA algorithm is fur-
ther proposed to handle the bursty requests during the
period 7.

However, for the reason of confidentiality, most publicly
available traces, including the utilized MSR Cambridge
Traces, do not specify the detailed data items for each read/
write request. Therefore, Facebook Friendships Dataset is
introduced. These two data traces are synthesized together
to extract the detailed data request information.

Facebook Friendships Dataset [36]. Similar to the previous
study [5], the request pattern information is extracted from
the OSN dataset. The friend relationships can be discovered
through dataset analysis. Let us consider that a news update
operation from a user would incur the data fetching of all
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Fig. 5. Read/write request rates based on MSR Cambridge Traces [35].

his friends. The friend relationships form the request pat-
tern information of each considered user. Each user is
treated as a data item. Then, there are M = 63,731 data
items and |P| = 45,092 read request patterns in total. Each
request pattern contains 13.92 items on average. It can be
assumed that each data item is randomly and uniformly
assigned to one of the 36 nodes as the original storage loca-
tion. The read rates of request patterns and the write rates
of data items at node y follow a Zipf distribution with
Ry =3 ,cp Ryyand W, =3 _\ W, as shown in Fig. 5a, just
similar to [5], [8], [17]. The tail index of the Zipf distribution
is set to 1.25. The ratio of read/write frequency of all data
ZIGM ZyeN Ry

2 wert Ve
data replica placement schemes can be evaluated under var-
ious system configurations. Experiment settings, e.g., vari-
ous workload characterizations, data request distributions,
and autoregressive models, can be configured according to
different user choices.

Furthermore, the default values of overhead A\ and
weight 7 are set to 1.0 and 1.0, respectively. The constant ¢
is set to 10 for OCA.

Performance Baselines. In the experiments, three other data
replica placement schemes are introduced for a fair perfor-
mance comparison. The first is Random—randomly places
data replicas to storage nodes to optimize the load-balanc-
ing, which has been widely adopted in the distributed stor-
age systems today, such as HDFS [28] and Cassandra [29].
The second is ADP [5]—utilizes hypergraph partitioning to
iteratively optimize the storage locations of data replicas.
ADP is a centralized scheme to reduce the access overhead
of associated data items and the inter-node read traffic. The
third is SDP [5]—constructs a hypergraph sparsifier of data

items is 19.2. Please note that the proposed
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Fig. 6. Performance comparison with other schemes.

traffic to lower the computation complexity of ADP. How-
ever, the synchronization traffic for data write is ignored in
ADP and SDP.!

6.2 Evaluation Results

In the beginning, the performances of four offline schemes,
i.e.,, Random, ADP, SDP, and DCD, are compared in terms
of the obtained objective values L based on their replica
placement results. It is worth noting that all the objective
values shown in the following figures are normalized
against the worst performance obtained by Random under
the default settings. Considering the associated relationship
of data in the request patterns, ADP, SDP, and DCD gener-
ate less inter-node read traffic L) and access overhead
/0l in comparison with Random. As shown in Fig. 6, com-
pared with Random, the overall objective value with ADP,
SDP and DCD can be reduced by 83.52, 83.03 and 82.67 per-
cent, respectively.

Furthermore, ADP and SDP are centralized schemes,
which use hypergraph partitioning and sparsification to
iteratively achieve the replica placement solution, respec-
tively. Therefore, ADP and SDP achieve less LR 4 LO)
than that achieved by the distributed scheme DCD. Note
that the data synchronization traffic LW is the same with
ADP, SDP, and DCD in Fig. 6. Hence, the performance gap
between ADP, SDP, and DCD is limited. However, the com-
putation overheads of ADP and SDP are higher than that of
DCD, just as shown in Section 6.3.

Then, the performance of the proposed online scheme
OCA is compared. Based on the replica placement results
obtained by DCD, OCA handles the bursty requests in
Fig. 5b. The replicas of data items are adaptively added or
removed from storage nodes according to the current data
read/write request rates. Compared with the proposed off-
line solution DCD, the overall objective value can be further
reduced by 29.48 percent with DCD + OCA.

The load balancing performance is also compared. Fig. 7
illustrates the number of stored data items and outgoing
traffic of each storage node with different solutions. Due to
the stochastic nature of Random, the stored data items are

1. In the design of Random, ADP, and SDP, the replica number of
data items is a predefined value. Therefore, for a fair performance com-
parison, the replica number of Random, ADP, and SDP is set to the
same value achieved in DCD. Under this setting, the data synchroniza-
tion traffic is the same with Random, ADP, SDP, and DCD.
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Fig. 7. Number of stored data items and outgoing traffic of nodes in a
scatter plot.

uniformly distributed among nodes. However, due to the
biased distribution of user requests, the outgoing traffic is
unbalanced. Note that ADP, SDP, and DCD intend to place
more replicas on nodes with more read requests to reduce
the inter-node read traffic. The stored data items are
unevenly distributed but with more balanced outgoing traf-
fic. Furthermore, OCA tracks the dynamics of data request
rates. More data replicas will be added to further reduce the
read traffic when the data read requests increase. On the
contrary, unnecessary data replicas will be removed to
reduce the synchronization traffic when the data write dom-
inates. Therefore, both the stored data items and the outgo-
ing traffic become more balanced with DCD + OCA.

6.3 Network Scalability
The scalability of the placement scheme is determined by its
computation complexity. Four offline solutions, i.e., Ran-
dom, ADP, SDP, and DCD, are included for a fair perfor-
mance comparison in Figs. 8 and 9. The average running
time of four offline schemes determines the efficiency of
deploying a replica placement solution. Please note that
OCA monitors the dynamics of request rates for each data
item during the service period 7" in a real-time manner.
Therefore, OCA is not included in the performance compar-
ison. The hardware in the experiments features an Intel(R)
Core(TM) i7-7700 HQ processor and 16 GB memory.
Compared with any data placement solutions, Random
achieves the minimum computation complexity by using
simple heuristics. Under the default settings, Random only
lasts 2.18 s on average. Due to the high complexity of hyper-
graph partitioning over large-scale networks, ADP needs a
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Fig. 8. Network scalability of the offline schemes: Average running time
with the number of storage nodes.
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Fig. 9. Network scalability of the offline schemes: Average running time
with the number of data items.

much longer time of 474.62 s to converge.” Furthermore,
SDP sparsifies the hypergraph through probabilistic sam-
pling, reducing the computation complexity of hypergraph
partitioning with a running time of 48.58 s. Unlike the cen-
tralized schemes above, with the parallel community expan-
sion, the running time of DCD is determined by the longest
running time of the individual data-node community. Com-
pared with ADP, DCD incurs a similar overhead L with a
much lower running time of 6.01 s.

Then, the scalability is evaluated with different network
scales where the number of storage nodes N varies from 16
to 36, with the fixed number of data items M = 63,731 and
read request patterns |P| = 45,092, just as mentioned in Sec-
tion 6.1. This can be realized by using part of the MSR Cam-
bridge Traces. As shown in Fig. 8, the average running time
increases dramatically from 154.34 to 474.62 s with the cen-
tralized ADP scheme. Although with reduced computation
complexity, the average running time of SDP also increases
rapidly from 12.02 to 48.58 s. In contrast, with the distrib-
uted DCD scheme, the average running time increases
slightly from 5.24 to 6.01 s. This means the proposed DCD
scheme is more scalable for the large-scale deployments of
storage nodes.

Fixing the number of storage nodes at 36, the running
time performance is evaluated with the number of data
items varying from 10,000 to 60,000. Similarly, this can be
realized by extracting part of data items from the Facebook
Friendships Dataset. As shown in Fig. 9, the average run-
ning time increases from 134.64 to 472.28 s with ADP and
from 5.16 to 48.17 s with SDP. Furthermore, according to
our design, the computation complexity of DCD is linear to
the amount of data items. Therefore, the average running
time with DCD also increases linearly from 1.11 to 6.0 s.
This demonstrates the scalability and efficiency of our
scheme DCD to handle large-scale datasets.

6.4 Impact of Other Factors

To fully evaluate the performance of the proposed DCD and

OCA schemes, several other factors are considered with the

fixed setting N = 36, M = 63,731, and |P| = 45, 092.
Read[Write Frequency. The data access type varies for dif-

ferent storage systems. For example, the system could be

both read-intensive and write-intensive for OSN. On the

2. The running time of ADP is not the same as that in [5] due to the
difference of used hardware and parameter settings in the experiments.
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other hand, for content delivery networks, the system is
read-intensive with rare data write. Therefore, the write fre-
quencies of data items W, are magnified or reduced in equal
proportion to emulate the scenario with various data access
types. When the ratio of read/write frequency is 1.0, the
average number of created replicas for each data item is
9.07 with DCD, ADP and Random. Meanwhile, DCD +
OCA generates 9.26 replicas on average. Then, when the
ratio of read/write frequency increases to 20.0, more data
replicas (11.48 with DCD, ADP, SDP, and Random, and
11.78 with DCD + OCA) will be created to reduce the inter-
node traffic and the access overhead to associated data.
With more data replicas, ADP, SDP, DCD, and OCD
schemes have more space to further reduce the service over-
head L. As shown in Fig. 10, the performance gaps between
Random and the other three schemes become higher and
higher. For example, the performance gain of DCD over
Random increases from 58.81 to 82.84 percent with the
increased read /write ratio.

Weight n. The tradeoff parameter 7 in (9) can balance the
importance of the data association and inter-node traffic.
With the increase of 7 from 0.5 to 3, the weight of the inter-
node traffic goes up in the objective function. According to
the performance bound in Eq. (28), with the increase of 7,
the output of DCD is getting closer and closer to the optimal
solution.® As shown in Fig. 11, the performance gain of
DCD over Random increases from 78.18 to 83.33 percent
with the increased weight .

Pre-Defined Value ¢. The pre-defined value ¢ determines
how frequently the community is adjusted, which greatly

3. Note that if  — oo, then the access overhead to associated data is
not considered, and DCD can achieve the optimal objective value.
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influences the performance of the proposed online scheme
OCA. As the read/write rates of data items follow a Zipf
distribution, a small portion of data items occupies the
majority of data requests. This also means that during the
service period, the variations of request rates are not signifi-
cant for the remaining large number of data items. When ¢
increases from 5 to 30, the percentage of data items that
have changed their storage locations during the service
period is decreased from 11.79 to 4.06 percent. The data-
node communities are less frequently adjusted with less
computation overhead. As shown in Fig. 12, compared with
the offline scheme DCD, the performance gain with DCD +
OCA is decreased from 31.65 to 14.54 percent along with
the increased value ¢.

Furthermore, Fig. 12 demonstrates that the proposed online
scheme OCA can reduce the computation overhead when
faced with bursty requests. It is not necessary to completely
overriding the existing replica placement with the offline
scheme DCD. Compared with DCD, only part of the data
items will change their storage locations with DCD + OCA.

7 CONCLUSION AND FUTURE WORK

Observing the increasing scale of data items and time-vary-
ing data requests in geo-distributed storage systems, we
proposed scalable and adaptive data replica placement
schemes based on the overlapping community discovery
approach to improve the efficiency of making placement
decisions. With an overall consideration of the inter-node
traffic and system overhead of accessing associated data,
data-node communities can evolve to decide whether each
data replica should be placed at each node in a parallel way.
This distributed implementation along with the linear com-
putation complexity over the number of data items ensures
the scalability of our design. The online scheme was further
proposed to adaptively handle the bursty requests. The
worst-case performance bound was also theoretically ana-
lyzed. Evaluation driven by real-world datasets showed
that compared with the centralized scheme ADP, the pro-
posed scheme DCD incurs similar data access overhead,
while greatly reduces the running time. Guided by the off-
line DCD, the data access overhead can be further reduced
by about 30 percent with the online OCA.

In future work, more performance metrics, e.g., data
access latencies, cost of storage, and load balance among
storage nodes, will be considered in the data replica place-
ment. These metrics may also influence the performance of

IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 31, NO. 7, JULY 2020

the storage system. Furthermore, a prototype of the geo-dis-
tributed cloud storage system based on Amazon EC2 clus-
ters will be built for a series of real-world experiments to
validate the performance of the proposed data replica place-
ment schemes.
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