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Abstract—We consider device-to-device (D2D) communication
underlaid in a cellular network to share the uplink resource
of cellular users (CUs). It is a key technology in the emerging
Internet of Things to support vehicle-to-everything communi-
cation networks. In a multi-cell scenario, both D2D pairs and
CUs may cause significant inter-cell interference (ICI) to the
neighboring cells. Furthermore, due to substantial signaling
overhead, we assume only partial CSI of D2D links at the
BS. We consider joint power control, beamforming, and CU-
D2D matching problem, assuming partial CSI from D2D pairs
under the general Nakagami fading model. We formulate a
joint receive beamforming and robust power control optimization
problem for a CU-D2D pair to maximize their expected sum
rate under the power budget, while meeting the minimum
SINR requirements and worst-case ICI limits at neighboring
cells in probabilistic sense. We propose an efficient algorithm
that combines an iterative D2D feasibility check and a ratio-of-
expectation approximation. A performance upper bound is also
developed for benchmarking. For multiple CUs and D2D pairs,
due to orthogonal channelization within each cell, we first focus
on the problem of joint power control and beamforming for a CU-
D2D pair and show how our proposed solution can be leveraged
to find a solution for this general problem. The complexity
analysis of the proposed approach is also provided. Simulation
results show that the proposed algorithm gives performance close
to the upper bound.

Index Terms—Device-to-device communication, partial CSI,
vehicle-to-everything, inter-cell interference, power control.

I. INTRODUCTION

Intelligent transportation and autonomous driving are among
key services in the emerging world of Internet of Things (IoT).
As an important application of IoT, vehicle-to-everything
(V2X) communication networks establish smart, safe, and
scalable vehicular communication to the cellular network,
other vehicles, and pedestrians [2], [3]. The plethora of sen-
sors deployed in the IoT ecosystem facilitate the collection,
processing, and sharing of massive amount of data among
vehicles, which is critical to sensitive applications such as
autonomous driving [4]–[6]. In order to improve reliability
and safety of intelligent transportation systems and reducing
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traffic congestion, device-to-device (D2D) communication has
been considered as a key technology to support V2X com-
munication networks, where nearby users, e.g., vehicles, can
establish a direct communication link to transmit data to each
other without going through the backhaul network [7]. D2D
communication can improve the overall network utilization
due to resource reuse by both the cellular users (CUs) and
the D2D pairs [8]. In D2D-based V2X communication, due to
substantial signaling overhead, full channel state information
(CSI) of the D2D links and links between CUs and D2D pairs
are not available at the base station (BS).

For D2D communication underlaid in a cellular system to
reuse spectrum resource assigned to CUs, uplink resource
sharing is attractive due to the low-cost receive chain require-
ment at the D2D receiver, a lighter traffic pattern than that of
downlink, and the simplicity of interference management at
the BS [8]. When a D2D pair reuses the channel resource of a
CU, it causes intra-cell interference to the CU, and vice versa.
Furthermore, its transmission generates inter-cell interference
(ICI) to neighboring cells. To meet the SINR requirements
of CUs and D2D pairs and to control the ICI to neighboring
cells, D2D communication and its resource allocation scheme
should be carefully designed and optimized.

Without the ICI consideration, intra-cell interference man-
agement among D2D pairs and CUs in a single-cell sce-
nario has been studied extensively in the literature [9]–[18].
However, in practical scenarios, the ICI caused by both D2D
pairs and CUs to neighboring cells often cannot be ignored.
In particular, as the number of vehicles and IoT devices
increases, ICI management is expected to become a prominent
challenge to meet the requirements in future wireless systems.
Furthermore, a vast majority of the existing literature on
D2D-based V2X communication focus on resource allocation
assuming full CSI of the D2D links and links between CUs
and D2D pairs is available at the BS [9]–[26]. However, this
ideal assumption imposes substantial signaling overhead for
CSI feedback to the BS. In practical scenarios, the BS may
not have full CSI knowledge of these links related to D2D
pairs.

To address these challenges, in this paper, we consider
a multi-cell uplink transmission scenario, where both the
CUs and D2D pairs may cause significant ICI at multiple
neighboring BSs. Furthermore, unlike many existing works
that assume the BS with a single antenna for simplification,
we study the case where the BS is equipped with multiple
antennas, which is anticipated to be typical for 5G and beyond.
We assume that only partial CSI is available at the BS. Since
channels from the CU to the BS and from the D2D transmitter
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to the BS can be easily measured at the BS, they are assumed
to be perfectly known. For all other channels, we assume only
average channel gains are known at the BS. Under partial
CSI, we formulate the joint receive beamforming and power
control as a robust optimization problem, with the goal to
maximize the expected sum rate of CUs and D2D pairs, under
the probabilistic SINR target guarantees and the limit imposed
on the expected worst-case ICI to other neighboring cells.

A. Main Contributions

• We consider the joint problem of power control, beam-
forming design, and CU-D2D matching in a multi-
channel scenario with multiple D2D pairs and CUs under
partial CSI with general Nakagami and Rayleigh fading
models. This problem formulation leads to a difficult
mixed integer program. We decompose this problem into
a joint power optimization problem of a CU-D2D pair
and a CU-D2D matching problem. We show how our
power control solution for this problem can be leveraged
to find a solution for the overall joint design for multiple
CU-D2D pairs.

• Under optimal receive beamforming for the CU, we focus
on the robust joint power control at one CU and one D2D
transmitter for expected sum rate maximization. The for-
mulated robust joint optimization problem is challenging
to solve due to its non-convexity, and stochastic nature
of the objective and constraints due to CSI uncertainty.
We propose an efficient robust power control algorithm
based on a ratio-of-expectation (ROE) approximation
to maximize the expected sum rate. The robust power
control solution of the CU and D2D is obtained by
analyzing the feasible solution region of the problem and
the characteristics of the solution in the feasible region.
We then systematically find all candidates for the power
control solution. An upper bound on the expected sum
rate is developed to benchmark the performance of the
proposed algorithm.

• Simulation shows that our proposed robust power control
algorithm provides performance that is close to the upper
bound we developed, and it substantially outperforms
baseline algorithms. The analysis of the computational
complexity of this approach is also provided.

B. Related Work

In underlay D2D-based V2X communication, power control
and CU-D2D matching problems have been studied under
full CSI [9]–[12], [23], [24]. Various schemes have been
proposed in the literature to limit the intra-cell interference
due to resource reuse by CUs and D2D pairs in a single-cell
scenario under full CSI [13]–[22]. Since they do not consider
the multi-cell setting, none of these works account for the ICI
impact in the design. In contrast, in this paper, we consider
ICI constraints and partial CSI, which is more realistic and
important in practice, where ICI control and CSI acquisition
are two main issues. Furthermore, unlike [9]–[24] in which
a single-antenna BS is assumed, we consider a more typical
scenario where each BS is equipped with multiple antennas.

In [25], [26], we have obtained an optimal power control
solution for the sum rate maximization of a CU-D2D pair
under a worst-case ICI limit to a neighboring cell, assuming
full CSI. Different from [25], [26]. in this paper, we focus on
robust joint power control optimization of CU-D2D pairs with
partial CSI.

D2D communication under partial CSI in a single cell has
been studied in the literature. In [27], under the assumption
of limited CSI at the users, the spectral efficiency and outage
probability of a hybrid D2D system is analyzed by proposing
a time-division uplink transmission scheme. With partial CSI
knowledge of the interfering link from a CU to a D2D
pair, probabilistic access control for the D2D pair has been
proposed in [28] to maximize the expected sum rate for
uplink resource sharing. In [29], centralized and distributed
power control schemes are proposed to maximize the coverage
probability under the assumption of imperfect CSI. Recently,
in [12], a joint power control and resource allocation problem
is studied to maximize the sum ergodic capacity of vehicular
user equipments under imperfect CSI with consideration of
Doppler effect due to the high mobility of vehicles in D2D-
based V2X communication. However, none of [12], [27]–
[29] consider the effect of ICI due to D2D communication
in a multi-cell scenario, which is a prominent challenge in
future wireless systems especially in the IoT environment. In a
multi-cell scenario, the authors of [30] proposed a subchannel
allocation scheme to assign D2D pairs to CUs under fixed
transmit powers and partial CSI. Unlike [30], in this paper,
we focus on robust power control problem.

There are certain similarities between resource management
in cognitive radio systems and interference management in
small cells with that of D2D systems. However, they bear
different emphases that lead to different design formulations.
The primary focus of cognitive radio literature is on the
performance of secondary network, while we consider the
overall performance of CU-D2D pairs. The power control
techniques considered in [31] and references therein mainly
involve transmit power optimization for small-cell users only
rather than joint power control for both small-cell and macro-
cell users. To the best of our knowledge, the joint design
optimization problem considered in our paper has not been
considered in the existing literature for small cells.

The rest of this paper is organized as follows. In Section
II, the system model is described and the expected sum rate
maximization problem is formulated. Section III presents the
proposed algorithm to the expected sum rate maximization for
one D2D pair and one CU. Then, the extension to multiple
D2D pairs and CUs is presented in Section IV. Numerical
results and complexity analysis are presented in Section V,
followed by the conclusion in Section VI.

Notation: We use ‖ · ‖ to denote the Euclidean norm of a
vector. IN stands for an N×N identity matrix. We use a � b
to indicate that all entries of b− a are non-negative.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Cellular System with D2D Pairs

Consider a cellular system where the D2D pairs reuse the
spectrum resource already assigned to the CUs for uplink
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Fig. 1: The system model for uplink resource reuse.

communication. We assume that all users are equipped with a
single antenna, and the BS is equipped with N antennas. The
BS coordinates the transmission of the CU and D2D pair. We
follow the conventional assumption of orthogonal spectrum
resource allocation among CUs in a cell. Thus, these CUs do
not interfere with each other. When a D2D pair communicates
using the channel of a CU, they cause intra-cell interference
to each other.

We consider a multichannel communication system (e.g.,
OFDMA) with NC orthogonal subchannels in each cell.
We assume a fully loaded network with NC CUs and ND
D2D pairs per cell where each CU occupies one subchannel.
Without loss of generality, we assume CU j uses subchannel j
for j ∈ C ∆

= {1, · · · , NC}. Each D2D pair reuses at most one
subchannel, and the subchannel of each CU can be reused by
at most one D2D pair. Let xk,j ∈ {0, 1} indicate D2D pair k
reuses CU j’s subchannel, i.e., xk,j = 1 if D2D pair k reuses
CU j’s subchannel; otherwise, xk,j = 0.

B. SINR and ICI Expressions

Let PD,k and PC,j denote the transmit power of D2D pair
k and CU j, respectively. Assume D2D pair k reuses CU j’s
subchannel. The received signal at the BS on subchannel j
is given by yC,j =

√
PC,jhC,jsC,j +

√
PD,kgD,ksD,k + n,

where sC,j and sD,k are the transmitted symbols from CU j
and D2D k transmitters with E[|sC,j |2] = 1 and E[|sD,k|2] =
1, respectively, hC,j ∈ CN×1 is the channel between CU j
and the BS, gD,k ∈ CN×1 is the interference channel between
D2D k transmitter and the BS, and n ∼ CN (0, σ2I). The
uplink received SINR at the BS from CU j is given by

γC,j =
PC,j |wH

j hC,j |2
σ2 + PD,k|wH

j gD,k|2
(1)

where wj is the receive beam vector at the BS on subchannel
j with unit norm, i.e., ‖wj‖2 = 1.1 The received signal
at D2D k receiver is given by yD,k =

√
PD,khD,ksD,k +√

PC,jgC,jsC,j+nD, where hD,k ∈ C is the channel between
D2D pair k, gC,j ∈ C is the interference channel between CU

1The norm of w does not change the uplink SINR expression at the BS.

j and D2D k receiver, and nD ∼ CN (0, σ2
D). The SINR at

D2D k receiver is given by2

γD,k =
PD,k|hD,k|2

σ2
D + PC,j |gC,j |2

. (2)

In a multi-cell network, both D2D and CU transmissions
cause ICI in neighboring cells. In this work, we consider ICI
for uplink transmission at b neighboring BSs. However, our
approach can be applied also to ICI in a downlink scenario.
Let fC,i,j ∈ CN×1 and fD,i,k ∈ CN×1 denote the ICI
channels from CU j and D2D k transmitter to neighboring
BS i, respectively, for i = 1, · · · , b. Since the beam vector at
neighboring BS i is typically unknown to the CU and D2D
pair, we consider the worst-case ICI on subchannel j given
by3

PI,i,j = PC,j‖fC,i,j‖2 + PD,k‖fD,i,k‖2. (3)

Note that only channel power gains are needed to obtain
PI,i,j in (3), i.e., instantaneous CSI is not required and CUs
or D2D pairs do not need to know the receive beam vectors
at neighboring BSs. Furthermore, we assume only E[|fD,i,k|2]
and E[|fC,i,j |2] are available at the BS.

C. Partial CSI with General Distribution

We assume instantaneous CSI is available for hC,j and
gD,k, i.e., the direct channels from CU j and D2D k to
the BS in Fig. 1. However, for hD,k, gC,j , {fD,i,k}bi=1, and
{fC,i,j}bi=1, the BS knows only the distributions of these
channels. We first assume a general Nakagami fading model
for hD,k and gC,j , where |hD,k|2 and |gC,j |2 follow Gamma
distributions. Later, we focus our consideration to the special
case of Rayleigh fading model. We assume the parameters
in each channel distribution are known at the BS. Note that
measuring and transmitting these statistical parameters is much
easier than the instantaneous CSI [32].4 This substantially
reduces the signaling overhead due to D2D communication.
For the ICI channels, we assume only the interference channel
power gain E[|fD,i,k|2] and E[|fC,i,j |2] are known at the BS
scheduler.

D. Problem Formulation

Let Pmax
C and Pmax

D denote the maximum trans-
mit power at the CU and D2D transmitters, respec-
tively. Let p

∆
= [PD,1 · · ·PD,NDPC,1 · · ·PC,NC ]T , x

∆
=

[x1,1 · · ·x1,NC · · ·xND,NC ]T , and ŵ
∆
= [wT

1 · · ·wT
NC

]T .

2The terms σ2 and σ2
D in (1) and (2) can be viewed as the receiver noise

power plus the ICI power. In particular, since in this work we consider an ICI
management scheme where the transmitters in each cell guarantee a worst-
case ICI amount, we can use the upper bounds of ICI components as expressed
in (3). Then, the CU rate expression log(1 + γC) is a lower bound on the
capacity, and therefore, it is indeed achievable.

3Note that PI,i,j in (3) is an upper bound of the actual ICI. Let w̃i denote
the beam vector at neighboring BS i. If w̃i is known, then we can consider
the actual ICI through replacing ‖fi,j‖ by |w̃H

i fi,j | in (3).
4We define the overhead gain as the difference between the number of

parameters required to be estimated under full CSI and that under partial
CSI. Then, for a fully loaded network with NC active CUs and ND active
D2D pairs, the overhead gain for this cell scales as Ω((ND +NC)bT ) where
T denotes the number of instantaneous CSI updates while the CSI statistics
is fixed.
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The expected sum rate maximization problem is formulated
in this section. The objective is to maximize the overall
expected sum rate of all D2D pairs and CUs by optimizing the
transmit power vector p, the D2D reuse indicator vector x, and
the receive beam vector ŵ, while satisfying the worst-case ICI
and SINR requirements under the per-node power constraints.
Due to the partial CSI knowledge at each serving BS, the D2D
SINR and ICI to each neighboring BS are unknown random
variables. For the D2D pair’s SINR requirement, we impose
a constraint on the outage probability of meeting the SINR
requirement. We also limit the expected worst-case ICI under
a certain limit. The formulated problem is given by

R1 : max
(p,ŵ,x)

∑
k∈D

∑
j∈C

log(1 + γC,j) + xk,jE[log(1 + γD,k)]

subject to
PC,j |wH

j hC,j |2
σ2 + xk,jPD,k|wH

j gD,k|2
≥ γmin

C , ∀j ∈ C

Pr{γD,k ≤ γmin
D } ≤ ε, ∀k ∈ D

E[PI,i,j ] ≤ Imax, ∀j ∈ C, i = 1, · · · , b
PC,j ≤ Pmax

C , PD,k ≤ Pmax
D , ∀j ∈ C, k ∈ D∑

k∈D

xk,j ≤ 1,
∑
j∈C

xk,j ≤ 1, ∀j ∈ C, k ∈ D

xk,j ∈ {0, 1}, ‖wj‖2 = 1, ∀j ∈ C, k ∈ D
where D denotes the set of admissible D2D pairs, γmin

C and
γmin
D are the minimum SINR requirements at the BS and D2D

receiver, respectively, ε is the maximum probability of the D2D
SINR dropping below γmin

D , and Imax is the worst-case ICI
threshold in neighboring cells.5 We define that D2D pair k is
admissible if it can reuse at least one subchannel from C.

Note that problem R1 is a mixed integer programming
problem and is challenging to solve. We develop the solution
in two steps, specifically joint power allocation of a CU-D2D
pair and CU-D2D matching. Due to orthogonal channelization
within each cell, we first focus on the problem of joint power
control and beamforming for a CU-D2D pair. Then in Section
IV, we describe the CU-D2D matching problem of assigning
each admissible D2D pair to reuse a CU’s subchannel.

Our goal is to maximize the expected sum rate of the
CU and D2D pair by optimizing (PD, PC ,w), under SINR
requirements, per-node maximum power, and ICI constraints.
The expected sum rate maximization problem is given by

P1 : max
(PD,PC ,w:‖w‖2=1)

log2(1 + γC) + E[log2(1 + γD)]

subject to γC ≥ γmin
C , (4)

Pr{γD ≤ γmin
D } ≤ ε, (5)

PC ≤ Pmax
C , PD ≤ Pmax

D , (6)
E[PI,j ] ≤ Imax, j = 1, · · · , b. (7)

5We bound ICI in neighboring cells over those subchannels that are used in
the desired cell regardless of the number of D2D pairs and CUs in neighboring
cells. Our model can be easily extended to set different interference levels to
different cells. Let Ij denote the total interference that can be tolerated at
destination j. Then we can constrain the interference from each neighboring
cell to this cell by setting Imax

j =
Ij
Nj

where Nj is the number of interfering
neighboring cells. Our results hold by replacing Imax with Imax

j .

In the following, we solve optimization problem P1. This
problem is non-convex, since both objective function and
constraints are non-convex. We solve P1 in two steps. First,
we need to ensure whether the D2D pair can be admitted
to reuse the CU’s assigned channel. Then, if the D2D pair
is admissible, we attempt to optimize the powers and beam
vector to maximize the expected sum rate. We recast the
first problem as a feasibility test. Then we obtain the power
solution.

III. POWER CONTROL SOLUTION FOR P1

A. D2D Admissibility Condition
Following the Nakagami fading model, we assume |hD|2 ∼

Γ(α1, β1) and |gC |2 ∼ Γ(α2, β2) where α1 and α2 are positive
integers and {α1, β1, α2, β2} are known at the BS. For the ICI
channels, we assume E[|fD,j |2] = λD,j and E[|fC,j |2] = λC,j
for j = 1, · · · , b where only {λD,j}bj=1 and {λD,j}bj=1 are
known at the BS scheduler.

Given the power constraints, SINR requirements, and ICI
constraints, the admissibility of the D2D pair can be deter-
mined by solving the feasibility test given by

find {PD, PC ,w : ‖w‖2 = 1} (8)
subject to (4), (5), (6), and (7).

We first obtain the optimal beam vector w in terms of
(PC , PD) that maximizes γC at the left-hand side of constraint
(4). For a given pair of (PC , PD), the optimal beam vector is
given by

wo =
Λ−1
D hC

‖Λ−1
D hC‖

(9)

where ΛD
∆
= σ2I + PDgDgHD .

Substituting (9) into (1), the SINR constraint (4) is given
by

PC‖hC‖2
σ2

(
1− K1PD‖gD‖2

PD‖gD‖2 + σ2

)
≥ γmin

C . (10)

For notation simplicity, for the rest of the section, we denote
x

∆
= PD and y

∆
= PC , and use (x, y) to denote the power

pair (PD, PC). Then, the necessary and sufficient condition
for the D2D pair to be admissible is given in the following
proposition.

Proposition 1: Let (xĨ , yĨ) denote the minimum transmis-
sion power required to satisfy both minimum SINR require-
ments. The necessary and sufficient condition for the D2D pair
to be admissible is given by

0 < xĨ ≤ Pmax
D , (11)

0 < yĨ ≤ Pmax
C , (12)

c̃1,jyĨ + c̃2,jxĨ ≤ 1, j = 1, · · · , b (13)

where c̃1,j
∆
= λC,j/I

max, c̃2,j
∆
= λD,j/I

max, and sĨ
∆
=

[xĨ yĨ ]
T is the unique power solution of the following equa-

tions

y = α

(
1− K1

1 +K2/x

)−1

(14)
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Fig. 2: An example of feasible region for P2.

1− ε = K̃(γmin
D , x, y) (15)

where α
∆
= σ2γmin

C /‖hC‖2, K1
∆
=

|hHC gD|2
‖hC‖2‖gD‖2 ,

K2
∆
= σ2/‖gD‖2, and K̃(u, x, y)

∆
=∑α1−1

i=0
β
α2
2 (β1u)i exp(−β1uσ

2
D/x)

yα2 (α2−1)!xii!

∑i
j=0

(
i
j

) σ2(i−j)
D (α2+j−1)!

(β2/y+β1u/x)α2+j .
Proof: See Appendix A.

We note that constraints (11) and (12) ensure the maximum
powers at the D2D and CU are enough to satisfy both SINR
requirements. Constraint (13) ensures the ICI limits can be
satisfied. We use an efficient bisection-based method to verify
the D2D admissibility, which accelerates solving problem R1.

B. Joint Power Control Solution

Assuming the D2D pair is admissible, we solve P1 as an
optimal power allocation problem. After substituting wo in (9)
into (1), and using (x, y) as the power pair, we transform P1

into the following equivalent optimization problem:

P2 : max
(x,y)

R(x, y)

subject to K̃(γmin
D , x, y) ≥ 1− ε, (16)

y
(

1− K1x

K2 + x

)
l ≥ γmin

C , (17)

y ≤ Pmax
C , x ≤ Pmax

D , (18)
c̃1,jy + c̃2,jx ≤ 1, j = 1, · · · , b (19)

where R(x, y) = log2

((
1+y(1− K1x

K2+x )l
))

+E[log2(1+γD)],

l
∆
= ‖hC‖2/σ2, and the expected D2D rate has a complicated

expression involving numerical integrations (detailed expres-
sion is provided in Appendix B).

Note that both the objective function and constraints of
problem P2 are non-convex. In addition, the objective function
involves numerical integrations. Let Ãxy denote the feasible
solution region of problem P2, i.e., Ãxy is non-empty as long
as the D2D pair is admissible. An example of Ãxy for a
specific scenario is shown in Fig. 2. A property of the objective
function in P2 is provided in the following lemma.

Lemma 1: The optimal power solution pair (xo, yo) is at
the vertical, horizontal, or a tilted boundary of Ãxy , given
respectively by x = Pmax

D , y = Pmax
C , or c̃1,jy + c̃2,jx = 1

for some j.
Proof: See Appendix C.

Note that Lemma 1 holds for any channel distribution.
The optimal power pair (xo, yo) to maximize P2 is given

in one of two cases: 1) A corner point of the horizontal,
vertical, or tilted boundary line segment(s) of Ãxy; or 2) an
interior point of the horizontal, vertical, or tilted boundary line
segment(s) of Ãxy .

In order to solve P2 optimally, we need to evaluate the
expression of the objective function to find the set of candidate
power pairs over each boundary line. Unfortunately, there is
no closed-form solution or efficient algorithm to solve those
equations. Hence, to avoid such high computational complex-
ity we propose to obtain the powers through approximating
the objective function as follows.

We replace E[log2(1 + γD)] in the objective of P2 by the
ratio of expectation, i.e., log2

(
1 + xE[|hD|2]

σ2
D+yE[|gC |2]

)
. In other

words, instead of of P2, we propose to solve the following
problem:

P3 : max
(x,y)

R̃(x, y)

subject to (16), (17), (18), and (19)

where R̃(x, y) = log2

((
1+y(1− K1x

K2+x )l
)(

1+ xα1/β1

σ2
D+yα2/β2

))
.

Note that the objective of P3 has a form similar to that
of sum rate maximization problem with full CSI. Therefore,
P3 can be solved by a similar method proposed for the
sum rate maximization problem. We term it as the ROE
approximation algorithm. Although P3 and P2 are different,
we observe through simulation and the upper bound analysis in
Section III-D that the ROE algorithm incurs little performance
degradation for a wide range of parameter settings.

In [26], under perfect CSI, the solution to the sum rate
maximization with the ICI constraint to a single neighboring
cell is proposed. We generalize that approach to accommodate
multiple ICI constraints to b neighboring cells to solve P3. We
first summarize the properties of the optimal solution of P3:
The optimal power solution pair is at the vertical, horizontal,
or a tilted boundary of Ãxy (i.e., c̃1,jy+c̃2,jx = 1 for some j).
If the boundaries of the feasible region Ãxy do not include any
tilted boundary line segment, then the optimal power pair is at
one corner point of the vertical or horizontal boundary. If the
boundaries of the feasible region Ãxy include c̃1,jy+c̃2,jx = 1
for some j, then the optimal power pair is given in one of two
cases: 1) A corner point of the horizontal, vertical, or tilted
boundary line segment(s) of Ãxy; or 2) an interior point of the
tilted boundary line segment(s) of Ãxy , whose x-coordinate is
one of the roots of the following quartic equation

e4x
4 + e3x

3 + e2x
2 + e1x+ e0 = 0 (20)

where the expression of ei for i = 0, · · · , 4 is given in
Appendix I. We only need to compute those roots that are
feasible. The roots of (20) have closed-form expressions.

In sum, our robust solution to solve P1 is based on an ad-
missibility test followed by finding candidates for the optimal
power solution by an ROE approximation. Those candidates
include corner points and interior points of the feasible region,
where the interior points are obtained by an efficient root
finding algorithm.
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Fig. 3: Intersection of a new tilted line.

C. Algorithm Details

To solve P3, we iteratively compute the feasible solution
region by adding each ICI constraint one at a time (a new tilted
line on the feasible region). We present a method to efficiently
check whether the feasible region is non-empty, thereby testing
the admissibility of the D2D pair. Then, the candidates for the
optimal power solution are identified and computed through
finding the root of equations of the form of (20). We define
C̃

∆
= [c̃1 c̃2 · · · ] where c̃i is 2 × 1 vector and columns of

C̃ contain all the corner points of the feasible region based
on constraints (18) and (19) and ignoring constraints (16) and
(17). We define Ã

∆
= [ã1 ã2 · · · ] where ãi is 3 × 1 vector

and columns of Ã specify the line segment connecting two
consecutive corner points in C̃. The detailed steps of the
algorithm are as follows.

1) Initialization: We initialize

C̃ =

[
0 0 Pmax

D Pmax
D 0

0 Pmax
C Pmax

C 0 0

]
, (21)

Ã =

1 0 1 0
0 1 0 1
0 Pmax

C Pmax
D 0

 . (22)

Note that this initial C̃ is constructed using only constraint
(18). The first and last columns of the initial C̃ are [0 0]T ,
i.e., the origin coordinates. The other corner points are in the
columns of the initial C̃ in a clock-wise order. The first and
last columns of the initial Ã ensure that transmission powers
are non-negative. For matrix Ã, the column ãi is [ãi1 ãi2 ãi3]T

when the line segment between c̃i and c̃i+1 is ãi1x+ ãi2y =
ãi3. The intersection of this line segment and c̃1,jy+c̃2,jx = 1
is s̃i,j = [s̃x,i,j s̃y,i,j ]

T where

s̃x,i,j =
ãi2 − c̃1,j ãi3

c̃2,j ãi2 − c̃1,j ãi1
, s̃y,i,j =

c̃2,j ãi3 − ãi1
c̃2,j ãi2 − c̃1,j ãi1

. (23)

We further define

∆̃
∆
= [−I2 I2]T , δ̃

∆
= [0 0 Pmax

D Pmax
C ]T . (24)

2) Admissibility Test: Let Ãxy,j denote the updated feasible
region after including ICI constraint j. Then we add a new
tilted line l corresponding to ICI constraint j + 1 as shown in
Fig 3. Note that l intersects Ãxy,j at exactly two points if there

is any intersection. Assume line l intersects two boundary line
segments ãi1 and ãi2 where ãi1 connects the corner points
P̃i1 and P̃i1+1, and ãi2 connects the corner points P̃i2 and
P̃i2+1 with i1 < i2. Let points P̂i1 and P̂i2 be the intersecting
points of line l with ãi1 and ãi2 , respectively. Since P̂i1 and
P̂i2 are the corner points of the new feasible region Ãxy,j+1,
we update C̃ by keeping the corner points {P̃i1 , P̃i2+1} and
removing {P̃i1+1, · · · , P̃i2}, i.e., all the middle points. The
new feasible region Ãxy,j+1 includes {P̃i1 , P̂i1 , P̂i2 , P̃i2+1}.
Accordingly, we update the matrices C̃ and Ã.

In order to test the admissibility of the D2D pair, we
consider the intersection of Ãxy,b with the curves associated
with minimum SINR requirements (16) and (17). A necessary
and sufficient condition for the D2D pair to be admissible
is that the solution sĨ in Proposition 1 satisfies ∆̃ · sĨ � δ̃
where ∆̃ and δ̃ are obtained iteratively through the algorithm.
Fig. 2 shows an example of the feasible region. Its boundary
may include some tilted, horizontal, or vertical boundary line
segments.

3) Finding Corner Points of Feasible Region: In order to
solve problem P3, we need to find all candidates for the
optimal solution. Let P̃ and Q̃ denote the points where the
curves Ĩ− P̃ and Ĩ−Q̃ intersect Ãxy,b as shown in Fig. 2. As
discussed earlier, the optimal power pair (xo, yo) can be one
of points {P̃, P̃i, · · · , P̃j , Q̃} in this figure. The intersection
of curves Ĩ − P̃ and Ĩ − Q̃ with the horizontal boundary line
segment y = Pmax

C are given by

p̃H =
[
xH Pmax

C

]T
, (25)

q̃H =
[
K2

( K1

1− α/Pmax
C

− 1
)−1

Pmax
C

]T
(26)

where xH is given by solving 1 − ε = K̃(γmin
D , xH , P

max
C )

using bisection (K̃(·, ·, ·) is defined below (15)). The intersec-
tion of curves Ĩ − P̃ and Ĩ − Q̃ with the vertical boundary
line segment x = Pmax

D are given by

p̃V =
[
Pmax
D yV

]T
, (27)

q̃V =
[
Pmax
D α

(
1− K1

1 +K2/Pmax
D

)−1]T
(28)

where yV is given by solving 1 − ε = K̃(γmin
D , Pmax

D , yV ).
The intersections of curves Ĩ − P̃ and Ĩ − Q̃ with a tilted
boundary line segment c̃1,jy + c̃2,jx = 1 are given by

p̃T,j =
[
ψ̃2,j

1− c̃2,jψ̃2,j

c̃1,j

]T
, (29)

q̃T,j =
[
ψ̃1,j

1− c̃2,jψ̃1,j

c̃1,j

]T
(30)

where

ψ̃1,j
∆
=
θj +

√
θ2
j − 4c̃2,j(1−K1)K2(αc̃1,j − 1)

2c̃2,j(1−K1)
(31)

with θj
∆
= 1 − K1 − c̃2,jK2 − αc̃1,j , and ψ̃2,j is given by

solving

1− ε = K̃(γmin
D , ψ̃2,j , (1− c̃2,jψ̃2,j)/c̃1,j) (32)
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using bisection for j = 1, · · · , b.
4) Finding Roots: Let T̃ and S̃j denote the sets of all

feasible corner points and roots of (20) that meet the range
constraint for c̃1,jy + c̃2,jx = 1, respectively. Then the set of
candidate points on the interior of line segment c̃1,jy+c̃2,jx =
1 is given by

Z̃j ∆
=
{[
xr (1− c̃2,jxr)/c̃1,j

]T
: xr ∈ S̃j

}
. (33)

Thus, the set of candidate pairs for (xo, yo) is given by P̃o =
T̃ ⋃bj=1 Z̃j .

The steps to solve Problem P3 are summarized in Algo-
rithm 1.

Algorithm 1 Maximizing the objective of problem P3 (the
ROE approximation algorithm)
Input: α, K1, K2, xH , yV , {c̃1,j}bj=1, {c̃2,j}bj=1, Pmax

C , Pmax
D

Output: xo, yo, and wo

Step 1) Initialization:
1: Set k = 0, C̃ as in (21), Ã as in (22), δ̃ and ∆̃ as in (24).

Step 2) Admissibility Test:
2: for j = 1 : b do
3: for i = 1 : nÃ do
4: Compute s̃i,j = [s̃x,i,j s̃y,i,j ]

T in (23).
5: if ∆̃ · s̃i,j � δ̃ and k == 0 then
6: Set i1 = i, k = 1, and s̃1 = s̃i,j .
7: else if ∆̃ · s̃i,j � δ̃ and k == 1 then
8: Set i2 = i and s̃2 = s̃i,j .
9: end if

10: end for
11: if k > 0 then
12: Set C̃1

∆
= c̃1:i1 , C̃2

∆
= c̃i2+1:n

C̃
, Ã1

∆
= ã1:i1 , and Ã2

∆
=

ãi2:n
Ã

.
13: Update C̃ = [C̃1 s̃1 s̃2 C̃2], Ã = [Ã1 ṽ Ã2] where

ṽ
∆
= [c̃2,j c̃1,j 1]T .

14: Update ∆̃ = [∆̃T ṽT
1:2]

T and δ̃ = [δ̃T 1]T .
15: end if
16: end for
17: Check ∆̃ · sĨ � δ̃ where sĨ is given in Proposition 1.

Step 3) Finding Corner Points:
18: Set is = 2 and if = nÃ − 1.
19: if ã1:2,is == [0 1]T then
20: Set is = 3, p̃1 as in (25), and q̃1 as in (26).
21: else if ã1:2,if == [1 0]T then
22: Set if = nÃ − 2, p̃n

Ã
−2 as in (27), and q̃n

Ã
−2 as in (28).

23: end if
24: for j = is : if do
25: Set p̃j−1 as in (29) and q̃j−1 as in (30).
26: end for
27: Find j1 and j2 such that ∆̃ · p̃j1 � δ̃ and ∆̃ · q̃j2 � δ̃.
28: Define T̃ =

{
p̃j1 , c̃j1+2:j2+1, q̃j2

}
and set P̃o = T̃ .

Step 4) Finding Roots:
29: for k = 1 : nT̃ − 1 do
30: if ã1:2,k+j1 == [1 0]T or ã1:2,k+j1 == [0 1]T then return
31: else
32: Compute Z̃ in (33) with ũ1,k ≤ xr ≤ ũ1,k+1 where

Ũ = [p̃j1 c̃j1+2:j2+1 q̃j2 ].
33: Update P̃o = P̃o⋃ Z̃ .
34: end if
35: end for
36: Enumerate among candidate solution set P̃o to find the optimal

solution.
37: Obtain the optimal beam vector.

D. An Upper Bound on Ro

We have presented our algorithm to solve problem P3 ex-
actly. Let (x∗, y∗) denote the optimal solution of P3. Substitut-
ing (x∗, y∗) into the objective of P2, we have R(x∗, y∗) ≤ Ro
where Ro denotes the optimal value of the objective in P2

(and P1). Since it is difficult to compute Ro, we use an upper
bound on Ro to evaluate the gap between R(x∗, y∗) and Ro.

Proposition 2: Let R̂o denote the maximum objective in the
following problem. Then, Ro ≤ R̂o.

P4 : max
(x,y)

R̂(x, y)

subject to (16), (17), (18), and (19)

where R̂(x, y) = log2

((
1 + y(1 − K1x

K2+x )l
)(

1 +

G xα1/β1

σ2
D+yα2/β2

))
, G = supy(σ2

D + α2y/β2)J(y), and J(y) is
given in Appendix D.

Proof: See Appendix D.
Note that since the objectives of P3 and P4 have similar

structures, we can simply modify Algorithm 1 to solve P4.
Therefore, we can estimate the performance loss due to ROE
approximation efficiently.

E. Special Case: Rayleigh Fading Model

As an important special case of Gamma distribution, we
consider |hD|2 ∼ exp(η1) and |gC |2 ∼ exp(η2), which
corresponds to the common Rayleigh fading model. Under this
model, the solution expression becomes simpler. We provide
the solution to P1 under Rayleigh fading model, which we
refer to as problem Q1.

Following the previous procedure in solving P1, we first
determine the admissibility of the D2D pair, and then optimize
the powers and beam vector to maximize the expected sum
rate.

1) Admissibility Condition: Following a similar argument
as Section III-A, for a given set of (PC , PD), the optimal beam
vector is given by (9). Substituting (9) into (1), the necessary
and sufficient condition for the D2D pair to be admissible is
given by the following proposition.

Proposition 3: The necessary and sufficient condition for
the D2D pair to be admissible is given by (11)–(13) and
sĨ

∆
= [xĨ yĨ ]

T is the unique power solution of the following
equations

(14) and y = l1x

(
exp(−l2/x)

1− ε − 1

)
(34)

where l1 = η2/η1/γ
min
D and l2 = η1σ

2
Dγ

min
D .

Proof: See Appendix E.
2) Power Control Solution: Assuming the D2D pair is

admissible, after substituting wo into (1), we transform P1

into the following equivalent problem:

Q2 : max
(x,y)

R(x, y)

subject to (E.2), (17), (18), and (19)

where R(x, y) is defined in P2.
Following Lemma 1, the optimal power solution pair

(xo, yo) is at the vertical, horizontal, or a tilted boundary
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of Ãxy , given respectively by x = Pmax
D , y = Pmax

C , or
c̃1,jy + c̃2,jx = 1 for some j. We obtain the close-form of
E[log2(1 + γD)] in Appendix F.

In order to simplify the notations, we change the variables
x̂

∆
= η1σ

2
D/x and ŷ

∆
= η2σ

2
D/y in the following proposition.

The vertical boundary line x = Pmax
D and horizontal boundary

line y = Pmax
C can be represented by x̂ = v1 and ŷ = v2,

respectively with v1 = η1σ
2
D/P

max
D and v2 = η2σ

2
D/P

max
C .

Similarly, the tilted boundary line c̃1,jy + c̃2,jx = 1 can be
written as ĉ1,j/ŷ + ĉ2,j/x̂ = 1 with ĉ1,j = c̃1,jη2σ

2
D and

ĉ2,j = c̃2,jη1σ
2
D for j = 1, · · · , b.

Proposition 4: The optimal power pair (x̂o, ŷo) to maximize
Q2 is given in any of the following cases:

1) Transformed vertical boundary line: x̂ = v1 and ŷ is a
simple root of the equation

−α̂3(ŷ − v1)2

ŷ(ŷ + α̂3)fV (ŷ)
+
ŷ − v1(1 + E′(v1))

fV (ŷ)
− E′(ŷ) = 0

where E′(·) is defined in Lemma 3, α̂3 = lη2σ
2
D

(
1 −

K1P
max
D /(K2 + Pmax

D )
)
, and fV (ŷ) = ŷ2 − ŷv1 − v1.

2) Transformed horizontal boundary line: ŷ = v2 and x̂ is
a simple root of the equation

−β̂K̂1(v2 − x̂)2

f1,H(x̂)
+
v2E

′(v2)

fH(x̂)
+
v2(v2 − x̂)

x̂fH(x̂)
− E′(x̂) = 0

where β̂ = lPmax
C , K̂1 = K1η1σ

2
D/K2, K̂2 =

η1σ
2
D/K2, fH(x̂) = v2

2 + v2 − v2x̂, and f1,H(x̂) =
(K̂2 + x̂)

(
(β̂ + 1)(K̂2 + x̂)− K̂1β̂

)
fH(x̂).

3) Transformed tilted boundary line: ĉ1,j/ŷ + ĉ2,j/x̂ = 1
where x̂ is a simple root of the equation

f1,T (x̂) + f2,TE
′(x̂)− f3,TE

′(gT (x̂)) = 0 (35)

where ĉ1,j = η2σ
2
D c̃1,j , ĉ2,j = η1σ

2
D c̃2,j , b̂1,j = l/c̃1,j ,

b̂2,j = lc̃2,jη1σ
2
D/c̃1,j , gT (x̂) =

ĉ1,j x̂
x̂−ĉ2,j , f1,T (x̂) =

b̂2,j x̂
−2(1−K̂1/(K̂2+x̂))+K̂1/(K̂2+x̂)2(b̂1,j−b̂2,j/x̂)

1+(b̂1,j−b̂2,j/x̂)(1−K̂1/(K̂2+x̂))
−

ĉ1,j/x̂/ŵj−ĉ1,j ĉ2,j/(x̂−ĉ2,j)/ŵj , f2,T (x̂) = ĉ1,j/ŵ
2
j+

ĉ1,j/ŵj , f3,T (x̂) = ĉ1,j/ŵ
2
j − ĉ1,j2ĉ2,j/(x̂− ĉ2,j)2/ŵj ,

and ŵj = ĉ1,j + ĉ2,j − x̂.
Proof: See Appendix G.

A numerical equation corresponding to each boundary line
should be solved to solve Q2 optimally. We are not aware
of any efficient algorithm to solve those equations.6 To re-
duce computational complexity, we again use the following
approximation to obtain the powers.

Similar to Section III-B, we replace E[log2(1 + γD)] in
the objective of Q2 by the ratio of expectation and solve the
following problem

Q3 : max
(x,y)

R̃(x, y)

subject to (E.2), (17), (18), and (19)

where R̃(x, y) = log2

((
1 + y(1− K1x

K2+x )l
)(

1 + x/η1
σ2
D+y/η2

))
.

Note that Q3 can be solved by a similar method as ROE

6Our extensive simulation results suggest that cases 1 and 2 do not have a
valid solution in the specific intervals determined by Ãxy . However, we still
need to solve (35) numerically.

approximation algorithm in Algorithm 1. Through simulation
and upper bound analysis in Section III-E4, we verify our
approximation leads to a solution close to the optimal one.

3) Algorithm Details: The detailed steps of the algorithm
to solve Q3 different from those in Algorithm 1 are as follows.
• Admissibility test (Line 17 in Algorithm 1): A necessary

and sufficient condition for the D2D pair to be admissible
is that the solution sĨ in Proposition 3 satisfies ∆̃ · sĨ �
δ̃ where ∆̃ and δ̃ are obtained iteratively through the
algorithm.

• Finding corner points (Lines 20, 22, and 25 in Algorithm
1): The intersection of Ĩ−P̃ with the horizontal boundary
line segment y = Pmax

C is given by (25) where xH is
given by solving l1xH

(
exp(−l2/xH)

1−ε − 1
)

= Pmax
C using

bisection. The intersection of Ĩ− P̃ the vertical boundary
line segment x = Pmax

D is given by

p̃V =
[
Pmax
D l1P

max
D

(exp(−l2/Pmax
D )

1− ε − 1
)]T

. (36)

The intersections of Ĩ − P̃ with a tilted boundary line
segment c̃1,jy+ c̃2,jx = 1 is given by (29) where ψ̃2,j is
the solution of

l1ψ̃2,j

(exp(−l2/ψ̃2,j)

1− ε − 1
)

=
1− c̃2,jψ̃2,j

c̃1,j
(37)

using bisection for j = 1, · · · , b.
4) An Upper Bound on Ro: For benchmarking and evalu-

ating the gap between R(x∗, y∗) and Ro, we develop an upper
bound Ro.

Proposition 5: An upper bound on the optimal objective of
Q2 can be obtained by solving the problem

Q4 : max
(x,y)

R̂(x, y)

subject to (E.2), (17), (18), and (19)

where R̂(x, y) = log2

((
1+y(1− K1x

K2+x )l
)(

1+G x/η1
σ2
D+y/η2

))
and G =

(
1 +

σ2
Dη2
Pmax
C

)
E′
(σ2

Dη2
Pmax
C

)
> 1.

Proof: See Appendix H.
We can solve Q4 by tweaking Algorithm 1. Note that G→

1 as Pmax
C → 0, which can be shown using the following

inequalities [33]:

0.5 ln(1 + 2/t) < E′(t) < ln(1 + 1/t), for all t > 0. (38)

This suggests that the solution of the ROE approximation
algorithm is optimal when Pmax

C is small enough.

IV. SOLUTION FOR MULTIPLE CUS AND D2D PAIRS

So far, we have provided the power control solution for
one CU-D2D pair. We now extend our consideration to the
scenario of multiple CUs and D2D pairs to solve R1.

1) Determine the admissibility of any D2D pair k to reuse
CU j’s subchannel, for k = 1, · · · , ND, j = 1, · · · , NC .

2) CU-D2D power solution: For ∀k, j, if D2D pair k
is admissible to use CU j’s subchannel, we jointly
optimize their transmit powers by solving P3 using
Algorithm 1.
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3) CU-D2D matching: We solve the CU-D2D matching
problem to optimally assign each admissible D2D pair
to a CU and maximize the objective of R1. In particular,
we define a bipartite graph between CUs and D2D pairs.
Each edge between a D2D pair and a CU indicates that
the pairing of the D2D pair and the CU is feasible. The
weight of the edge is given by the expected sum rate
of the D2D pair and the CU, which is obtained in Step
2. This CU-D2D matching problem, to maximize the
expected sum rate, can be solved by the well-known
Hungarian algorithm in polynomial time [34].

The optimal CU-D2D matching in Step 3 above requires
computing a power control solution for each admissible CU-
D2D pair. We can further reduce the computational complexity
of this step by using the following suboptimal CU-D2D
matching schemes. Instead of the expected sum rate, we define
the cost on an edge between D2D pair k and CU j in the
bipartite graph as one of the two choices below:
• Suboptimal CU-D2D matching A: the intra-cell interfer-

ence channel gain between CU j and D2D receiver k,
i.e., |gj,k|;

• Suboptimal CU-D2D matching B: the weight of CU
transmit power in the ICI constraint.7

We will show through simulation that these two approximate
matching schemes often perform close to the jointly optimal
solution for R1.

Finally, based on the upper bound in P4, an upper bound
on the optimal objective of R1 is given by

Ro1 ≤
∑
j∈C
R̂(P ∗D,kj , P

∗
C,j) (39)

where (P ∗D,kj , P
∗
C,j) is the optimal solution of P4 for CU j

and D2D kj with x∗kj ,j = 1.
In this paper, our goal is to maximize the total weight

in a weighted bipartite graph. While we focus on settings
where the users do not deviate from the matching scheme, in
settings with selfish users, we can use alternative algorithms
that guarantee near optimal and stable matching solutions [35],
which is an interesting problem for future work.

V. NUMERICAL RESULTS

We provide numerical results to illustrate the performance
of Algorithm 1, with respect to (w.r.t.) the original problems
P1 and Q1, respectively, along with the CU-D2D matching
methods presented in Section IV. The number of neighboring
cells is b = 6. The cell radius is d0 = 0.5 km and the D2D
distance is denoted by dD. We set σ2 = σ2

D = −103 dBm,
γmin
C = γmin

D = 3 dB, Pmax
C = Pmax

D = Pmax, ε = 0.1,
and Imax = NI0 where I0 is the ICI threshold reference and
I0/σ

2 = 5 dB.8 We use 5000 channel realizations to evaluate
the average performance.

7When all ICI constraints are replaced with a single ICI constraint.
8In practice, cell-edge users can experience less than 0 dB SINR, but

D2D communication should not share spectrum with (and hence create extra
interference to) CUs with very low SINR. We have selected a lower bound of
3 dB such that CUs and D2D pairs near the cell edge experience reasonable
quality of service. Our system modelling in this section follows the parameters
specified in [2].
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Fig. 4: The expected sum rate with dD/d0 = 0.1.
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Fig. 5: The expected sum rate with N = 4.

For performance comparison, we use the upper bound
developed in Section III-E4. Furthermore, we consider two
baseline algorithms: 1) Boost-and-limit (BaL) heuristic, where
the power solution [xĨ yĨ ]

T is boosted proportionally with
a common factor ζmax such that either the maximum power
constraint (18) or the ICI limit (i.e., (19) under partial CSI)
is met with equality, i.e., further boosting the powers would
violate at least one constraint. Note that the scheduling BS
can easily compute this unique power solution and then boost
the power of the CU and D2D pair until either the maximum
power is achieved or a neighboring cell alerts regarding the
ICI level. 2) CU-priority heuristic, where a corner point of the
feasible region is selected to maximize the SINR of the CU.
It selects the maximum feasible CU power with the minimum
feasible D2D power.

A. Partial CSI with Nakagami Fading

In this section, we assume |hD|2 ∼ Γ(5, β1) and |gC |2 ∼
Γ(5, β2) with path loss 128.1 + 37.6 log10(d) and β =
5/(channel gain). We consider 5 CUs and one D2D pair that
are randomly dropped in a cell of interest. The BS coordinates
D2D communication by associating the D2D pair with a CU
to achieve the maximum expected sum rate.

We first evaluate how the expected sum rate changes with
the maximum power Pmax, under Algorithm 1 and both
baseline algorithms in Fig. 4 for N = 2 and 8. We observe
two regimes. When the expected sum rate is an increasing
function of Pmax (Regime 1), the ICI is relatively weak, and
the feasible region is not affected by the ICI constraint. As
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Fig. 6: The expected sum rate with Pmax = 24 dBm.
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Fig. 7: The expected sum rate with dD/d0 = 0.1 and Pmax =
24 dBm.

a result, the expected sum rate increases linearly with Pmax.
When the expected sum rate converges (Regime 2), the ICI
is relatively strong, and the feasible region is not changed by
Pmax. Hence, the expected sum rate is controlled by the fixed
ICI threshold. It can be seen that the proposed ROE algorithm
significantly outperforms the BaL and CU-priority heuristic
algorithms for all values of N . Furthermore, the gap between
the ROE algorithm and the upper bound is small, at less than
1% of the optimal expected sum rate.

To study the effect of the D2D distance on the performance,
the expected sum rate versus Pmax for dD/d0 = 0.02 and 0.1
is shown in Fig. 5. We set N = 4. For the ROE algorithm, the
expected sum rate improves significantly as dD/d0 decreases.
However, the performance of the CU-priority heuristic is
not sensitive to dD/d0. This is because the proposed ROE
algorithm results in a significant rate improvement when the
D2D channel is very strong, i.e., the D2D distance is small.

B. Partial CSI with Rayleigh Fading

In this section, we assume Rayleigh fading for each channel
with the same path loss as Section V-A. The expected sum rate
versus the normalized D2D distance dD/d0 for N = 2 and 8
is shown in Fig. 6. We observe that, when the D2D channel
is strong, i.e., the D2D distance is small, significant expected
sum rate is achievable even while knowing only partial CSI.
We investigate the effect of the ICI threshold reference I0 on
performance. The expected sum rate versus I0 is demonstrated
in Figs. 7 for dD/d0 = 0.1, Pmax = 24 dBm, and N = 2
and 8. We observe that the expected sum rate improves when
I0 increases. For small I0 values, the expected sum rate

Pmax 20 22 24 26 28 30
Opt. 45.6879 49.1297 51.9008 54.1057 55.2725 55.8749
ROE 45.6879 49.1297 51.9001 54.1031 55.2639 55.8623

TABLE I: Expected sum rate (bit/channel use) versus Pmax

(dBm).

Pmax 10 15 20
Upper bound 101.8 117.2 132.4

ROE pow. + opt. match. 100.7 116.0 130.9
BaL. pow. + opt. match. 59.7 69.4 83.7

CU-priority. pow. + opt. match. 45.5 51.4 61.6
ROE pow. + subopt. match. A 94.8 110.6 126.5
ROE pow. + subopt. match. B 89.2 104.9 117.1

TABLE II: Expected sum rate (bit/channel use) versus Pmax

(dBm) with 7 CU-D2D pairs.

is an increasing function of I0 since the ICI is relatively
strong (Regime 2). As I0 increases, the ICI constraint becomes
inactive (Regime 1) and the expected sum rate converges due
to the fixed Pmax.

In order to more precisely quantify the performance loss due
to the ROE approximation, the expected sum rate versus Pmax

under ROE algorithm and the optimal power control algorithm
obtained by an exhaustive search, for dD/d0 = 0.1 and N = 4,
is shown in Table I. We observe that the performance of the
ROE algorithm is close to that of optimal power control. In
particular, in Regime 1 the performance of both power control
schemes overlap. Hence, the ROE approximation algorithm
offers nearly optimal performance with drastically reduced
computational complexity.

C. Multiple CUs and D2D Pairs with Nakagami Fading

We now consider multiple CUs and D2D pairs in the
cell of interest as discussed in Section IV, assuming partial
CSI with Nakagami fading as described in Section V-A.
We obtain ROE approximation power control solution for
the expected sum rate maximization of CU-D2D pairs by
Algorithm 1. Seven CUs and three D2D pairs are randomly
dropped in the cell. We set N = 4 and dD/d0 = 0.1. We
consider proposed CU-D2D matching schemes in Section IV
and compare performance of the following schemes: 1) The
proposed ROE power control and optimal CU-D2D matching;
2) Upper bound on the optimal objective of R1 in (39); 3)
BaL heuristic power control and optimal CU-D2D matching;
4) CU-priority heuristic power control and optimal CU-D2D
matching; 5) ROE power control and suboptimal CU-D2D
matching A; 6) ROE power control and suboptimal CU-D2D
matching B.

In Table II, we show the expected sum rate versus Pmax

by the ROE power control scheme and the baselines. We
observe that the ROE power control with optimal CU selection
outperforms the BaL and CU-priority heuristics significantly.
The performance of the ROE power control and subopti-
mal CU-D2D matching A is close to the optimal CU-D2D
matching, which shows that there is a room for reducing
the computational complexity of CU-D2D matching in large-
scale settings. This happens because using CU-D2D matching
A leads to substantial D2D gain by limiting the intra-cell
interference caused by a CU to the matched D2D receiver.



11

10 15 20 25 30

P
max (dBm)

20

25

30

35

40

45

50

55

60

E
x
p
ec
te
d
su
m

ra
te

(b
it
/
ch
a
n
n
el

u
se
)

Upper bound N = 8

ROE approx. N = 8

BaL N = 8

CU-priority N = 8

Upper bound N = 2

ROE approx. N = 2

BaL N = 2

CU-priority N = 2

Fig. 8: The expected sum rate under (dD/d0 = 0.1, b = 6).

Finally, under optimal CU-D2D matching, there is a negligible
gap between the proposed ROE power control and the upper
bound.

D. Extension to Scenarios with Mobile D2D
We now consider scenarios with mobile D2D pairs similar

to the model considered in [12]. Please note that we assume
perfect CSI only for channels from the D2D transmitter to the
BS. Assuming the D2D pairs are moving with similar velocity,
and thus relatively static to each other, we use the first-order
Gauss-Markov process to model the interference channel from
each D2D to BS, and assume only the estimate of this channel
is available. Note that we can modify our proposed solution
to solve problem R1, which is based on Algorithm 1 using
estimated channels such that the modified algorithm can solve
the new problem. Intuitively, after solving the power control
problem, if the CU SINR constraint is not met (based on the
actual channel including the error term caused by the Doppler
effect), D2D power is scaled down to meet that constraint. This
modification may cause a slight violation of the probabilistic
D2D SINR constraint. However, it ensures that CU SINR and
ICI constraints are met. In practice, one might use sufficiently
small ε′ < ε for some error margin due to estimation error.

We evaluate how the expected sum rate changes with the
maximum power Pmax, under our proposed algorithm and
both baseline algorithms in Fig. 8 for N = 2 and 8. We
simulate a scenario with a mobile D2D using the parameters
in [12]. In particular, the carrier frequency, vehicle speed, and
channel feedback latency are set to 2 GHz, 60 km/h, and
0.5 ms, respectively. We compare our proposed algorithm with
BaL and CU-priority baselines along with an upper bound,
which assumes perfect knowledge of interference channels
from D2D to BS and solves a problem with an upper bound
on the original objective as explained in Proposition 5. We
observe that the proposed algorithm significantly outperforms
the baselines for all values of N . Furthermore, the gap between
the proposed algorithm and the upper bound is small. Finally.
we observed that the probability of D2D SINR violation is less
than 1% in all our experiments related to D2D with mobility.

E. Computational Complexity
In Table III, we compare the computational complexity of

different algorithms. Please note that we compare complexity

of power control (with one CU and one D2D pair) and CU-
D2D matching schemes separately. In Table III, ε and q(b, ε)
denote the bisection tolerance and the complexity of the power
control algorithm. In this analysis, we assume NC = ND =
NU . We observe that our proposed algorithm with optimal
CU-D2D matching have polynomial complexity w.r.t. b and
NU .

VI. CONCLUSION

We have studied the problem of CUs and D2D pairs sharing
the uplink cellular spectrum for expected sum rate maximiza-
tion. In a fading environment, we consider probabilistic con-
straints representing minimum SINR requirements, per-node
maximum power, and ICI constraints in multiple neighboring
cells. Our model considers receive beamforming at the BS,
and a partial CSI scenario when some CSI is available only
in terms of statistics. This is a valid model for D2D-based
V2X communication in IoT where full CSI is not available
due to substantial signaling overhead. We obtain a simple
feasibility test to determine whether a D2D pair can reuse the
channel resource of a CU. An efficient robust power control
algorithm based on ROE approximation has been developed
to obtain the transmit powers of the CU and D2D transmitter,
along with an upper bound on the maximum expected sum
rate. We have further integrated the proposed power control
solution with different CU-D2D matching schemes to obtain
the overall solution for multiple CU-D2D pairs. Numerical
results demonstrate that the proposed algorithm is close to the
upper bound.

MIMO is expected to be one of the main technologies of
5G systems and beyond. However, CSI acquisition at the BS
is the main challenge in MIMO scenarios. It is interesting
to study the problem of jointly optimizing MIMO and D2D
power control as a future work.

APPENDIX A: PROOF OF PROPOSITION 1
Proof: We first obtain the cumulative distribution function

for random variable Z = X
σ2
D+Y

where X ∼ Γ(α1, β1/x) and
Y ∼ Γ(α2, β2/y).

FZ(z) = Pr
{ X

σ2
D + Y

≤ z
}

=

∫ ∞
0

fY (t)FX(z(σ2
D + t)) dt

=

∫ ∞
0

βα2
2 tα2−1 exp(−β2t/y)

yα2(α2 − 1)!
(1− h1(t)) dt

= 1− K̃(z, x, y)

where h1(t) =
∑α1−1
i=0

(β1z(σ
2
D+t))i

xii! exp(−β1z(σ
2
D+t)/x) and

K̃(·, ·, ·) is defined in (15). The constraint (5) can be written
as FZ(γmin

D ) ≤ ε, i.e.,

K̃(γmin
D , x, y) ≥ 1− ε. (A.1)

The D2D SINR requirement (A.1) can be satisfied only if

x ≥ x̃min (A.2)

where x̃min is the unique solution of FX(γmin
D σ2

D) = ε, i.e.,

α1−1∑
i=0

(β1γ
min
D σ2

D)i exp(−β1γ
min
D σ2

D/x)

xii!
= 1− ε, (A.3)
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Power control (Partial CSI) CU-D2D matching
ROE BaL CU-priority Opt. Subopt. A Subopt. B

O(b2 + b log(1/ε)) O(b+ log(1/ε)) O(b2 + b log(1/ε)) O(N3
U +N2

U q(b, ε)) O(N3
U ) O(N3

U )

TABLE III: The comparison of computational complexity.

which can be obtained efficiently using a bisection search
algorithm. Not that FX(γmin

D σ2
D) is monotonically decreasing

w.r.t. x.

APPENDIX B: EXPECTED D2D RATE

Lemma 2: The expected D2D rate is given by (B.1) where
Ii,j(x, y) =

∫∞
β1σ2

D/x
ti+jE1(t) exp

(
−
(
β2x/(β1y) − 1

)
t
)

dt

and E1(x) =
∫∞
x

exp(−t)/t dt.
Proof: Since |hD|2 ∼ Γ(α1, β1) and |gC |2 ∼ Γ(α2, β2),

we can obtain E[log2(1 + γD)] by taking a double integral as
follows:

E[ln(1 + γD)] =

∫ ∞
0

∫ ∞
0

ln

(
1 +

xu

σ2
D + yv

)
g(u, v) dudv

where g(u, v) = βα1
1 uα1−1 exp(−β1u)/(α1 −

1)!βα2
2 vα2−1 exp(−β2v)/(α2 − 1)!. We then use the

following equality [36]:∫ ∞
0

tn exp(−µt)
t+ β

= (−β)nE′(βµ) +

n∑
k=1

(k − 1)!(−β)n−kµ−k

(B.2)

where E′(x) = exp(x)E1(x). Using (B.2), E[ln(1 +γD)] can
be obtained using a single integral as

E[ln(1 + γD)] =

∫ ∞
0

βα2
2 vα2−1W (v) exp(−β2v)/(α2 − 1)! dv

where W (v) =
∑α1−1
i=0 βi1/i!

(
(−1)i(ṽ)iE′(ṽβ1) +

∑i
k=1(k−

1)!(−ṽ)i−kβ−k1

)
and ṽ = (σ2

D + yv)/x.

APPENDIX C: PROOF OF LEMMA 1

Proof: Given any (x, y) in the interior of Ãxy , there exists
ζ > 1, such that (ζx, ζy) ∈ Ãxy . We show that R(ζx, ζy) >
R(x, y) for any ζ > 1. Note that the objective function in P2

can be written as R(x, y) = E[log2(Ωx,y)] where

Ωx,y
∆
=
(

1 + y
(
1− K1x

K2 + x

)
l
)(

1 +
x|hD|2

σ2
D + y|gC |2

)
. (C.1)

For any realization of random channels {hD, gC}, we have
Ωζx,ζy > Ωx,y following the similar arguments in [26, Lemma
2]. Then we have R(ζx, ζy) > R(x, y) since log2(·) is a
monotonically increasing function. As a result, the optimal
power pair (xo, yo) cannot be in the interior of Ãxy .

APPENDIX D: PROOF OF PROPOSITION 2

Proof: We consider two random variables Z1
∆
=

xE[|hD|2] and Z2
∆
= σ2

D + yE[|gC |2] for notation simplicity.
First, we show the following inequality holds:

E[Z1]

E[Z2]
≤ E

[
Z1

Z2

]
=

E[Z1]

E[Z2]
(σ2
D +

α2y

β2
)J(y) (D.1)

where J(y) =
β
α2
2 exp(σ2

Dβ2/y)
(α2−1)!yα2

(
(−σ2

D)α2−1E1(σ2
Dβ2/y) +∑α2−1

i=1 (−σ2
D)α2−1−i(y/β2)i

(
α2−1
i

)
Γ(i, σ2

Dβ2/y)
)

and

Γ(s, x) =
∫∞
x
ts−1 exp(−t) dt is the upper incomplete

gamma function.
Note that Z1 and Z2 are independent random variables.

Hence, we have

E
[
Z1

Z2

]
= E[Z1]E

[
1

Z2

]
≥ E[Z1]

E[Z2]
(D.2)

by Jensen’s inequality.
We can obtain E[1/Z2] as follows:

E
[ 1

Z2

]
=

∫ ∞
0

βα2
2

(σ2
D + v)yα2(α2 − 1)!

vα2−1 exp(−β2v/y) dv

=
βα2

2 exp(β2σ
2
D/y)

(α2 − 1)!yα2

∫ ∞
σ2
D

α2−1∑
i=0

(
α2 − 1

i

)
ti−1·

· (−σ2
D)α2−1−i exp(−β2t/y) dt

= J(y). (D.3)

Note that for all (x, y), we have

E
[
Z1

Z2

]
<

E[Z1]

E[Z2]
sup
y

(σ2
D +

α2y

β2
)J(y). (D.4)

Finally, E[log2(1 +Z1/Z2)] ≤ log2(1 + E[Z1/Z2]) for any
given (x, y) due to Jensen’s inequality. Hence, the optimal
objective of P4 is an upper bound on the objective of P2.

APPENDIX E: PROOF OF PROPOSITION 3

Proof: We first obtain the cumulative distribution function
for random variable Z = X

σ2
D+Y

where X ∼ exp(η1/x) and
Y ∼ exp(η2/y).

FZ(z) = Pr
{ X

σ2
D + Y

≤ z
}

=

∫ ∞
0

fY (t)FX(z(σ2
D + t)) dt

=

∫ ∞
0

η2 exp(−η2t/y)

y

(
1− exp(−η1z(σ

2
D + t)/x)

)
dt

= 1− η2 exp(−η1zσ
2
D/x)

η1zy/x+ η2
. (E.1)

The constraint (5) can be written as FZ(γmin
D ) ≤ ε, i.e.,

y ≤ l1x
(

exp(−l2/x)

1− ε − 1

)
. (E.2)

It is not difficult to show that g(x) = l1x
(

exp(−l2/x)
1−ε − 1

)
is

a convex and increasing function of x. Furthermore, the D2D
SINR requirement (E.2) can be satisfied only if

x ≥ x̃min
∆
=
−η1σ

2
dγ

min
D

ln(1− ε) . (E.3)
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E[log2(1 + γD)] = log2(e)

α1−1∑
i=0

βα2
2

(α2 − 1)!i!

(
(−1)i exp(β2σ

2
D/y)

α2−1∑
j=0

(
α2 − 1

j

)
(x/(β1y))j+1Ii,j(x, y)(−σ2

D/y)α2−1−j

+

i∑
k=1

(k − 1)!(−β1/x)i−k
i−k∑
j=0

(
i− k
j

)
yjσ

2(i−k−j)
D

(α2 + j − 1)!

βα2+j
2

)
(B.1)

Considering both (10) and (E.2) with equality, the power
solution is given by (xĨ , yĨ). Note that xĨ is the solution of

α
(

1− K1

1 +K2/x

)−1

= l1x
(exp(−l2/x)

1− ε − 1
)
, (E.4)

which can be obtained efficiently using a bisection search
algorithm within the range x̃min ≤ x ≤ Pmax

D . We denote
the right-hand side of (14) and (34) by f1(x) and f2(x),
respectively. Note that f1(x̃min) > f2(x̃min) and f1(x) is
concave, while f2(x) is convex. Hence, the power solution
from the system of equations (14) and (34) is unique.

APPENDIX F: PROOF OF LEMMA 3

Lemma 3: The expected D2D rate is given by

E[log2(1 + γD)] =
η2x log2(e)

η1y − η2x

(
E′(η2σ

2
D/y)− E′(η1σ

2
D/x)

)
where E′(x) = exp(x)

∫∞
x

exp(−t)/tdt.
Proof: Since |hD|2 ∼ exp(η1) and |gC |2 ∼ exp(η2), we

can obtain E[log2(1 + γD)] by taking a double integral as
follows:

E[ln(1 + γD)] =

∫ ∞
0

∫ ∞
0

ln

(
1 +

xu

σ2
D + yv

)
f(u, v) dudv

=

∫ ∞
0

∫ ∞
0

η2x exp(−η1u− η2v)

σ2
D + yv + xu

dudv

=

∫ ∞
0

E′
(
η1(σ2

D + yv)/x
)
η2 exp(−η2v) dv

=
η2x

η1y

∫ ∞
η1σ

2
D

x

E′(t) exp

(
−η2x

η1y
t+

η2σ
2
D

y

)
dt

=
η2x

η1y − η2x

(
E′
(η2σ

2
D

y

)
− E′

(η1σ
2
D

x

))
where f(u, v)

∆
= η1 exp(−η1u)η2 exp(−η2v).

APPENDIX G: PROOF OF PROPOSITION 4

Proof: By Lemma 1, the optimal power solution pair
(x̂o, ŷo) to maximize P2 is given by a corner point or an
interior point of the horizontal, vertical, or tilted boundary line
segment(s) of Ãxy . If (x̂o, ŷo) is an interior point, we prove
only for the case of tilted boundary line. The other cases can
be proved similarly. If ICI constraint j in (19) is active at
optimality, the optimal power is the solution of the following
optimization problem

max
(x̂,ŷ)

ln
(

1 +
b̂

ŷ

(
1− K̂1

K̂2 + x̂

))
+
ŷ
(
E′(x̂)− E′(ŷ)

)
ŷ − x̂

subject to ĉ1,j/ŷ + ĉ2,j/x̂ = 1

where b̂
∆
= lη2σ

2
D and E′(·) is defined in Lemma 3. Sub-

stituting ŷ =
ĉ1,j x̂
x̂−ĉ2,j into the objective function above, we

have maxx R̂(x̂), where R̂(x̂)
∆
= ln

(
1 +

(
b̂1,j − b̂2,j/x̂

)(
1−

K̂1

K̂2+x̂

))
+

ĉ1,j

(
exp(x̂)E1(x̂)−exp(gT (x̂))E1(gT (x̂))

)
ĉ1,j+ĉ2,j−x̂ . Since R̂(x̂)

is continuous and has a first-order derivative, the optimum x̂o

is either an end point of the interval defied by Ãxy or obtained
by solving dR̂(x̂)/ dx̂ = 0, which results in the equation in
(35).

APPENDIX H: PROOF OF PROPOSITION 5

Proof: From the proof of Proposition 2 and using the
same Z1 and Z2 defined there, the following inequality holds:

E[Z1]

E[Z2]
≤ E

[
Z1

Z2

]
=

E[Z1]

E[Z2]

(
1 +

σ2η2

y

)
E′
(
σ2η2

y

)
.

(H.1)

Now, we show that ϕ(t) = (1 + t)E′(t) is a strictly
decreasing function of t. The continued fraction expansion
of E1(t) is given by [33] E′(t) = 1

t+ 1

1+ 1
t+···

. Ignoring high

order terms, we have E′(t) < t+1
t(t+2) for all t. Using this

inequality and taking the first order derivative of ϕ(t), we
have dϕ(t)/ dt = (2 + t)E′(t) − 1 − 1/t < 0. Since ϕ(t)
is a strictly decreasing function, the right-hand side of (H.1)
is maximized by substituting y = Pmax

C , i.e., E [Z1/Z2] <
GE[Z1]/E[Z2] for all (x, y). Hence, the optimal objective of
Q4 is always an upper bound on the objective of Q2 under
the optimal solution.

APPENDIX I: COEFFICIENTS OF QUARTIC EQUATION 5

e0 = α1a1K
2
2 (b1 + 1)/β1 − a2

1b1K1K2 − a2
1b2K

2
2

e1 = −2α1a1b2K
2
2/β1 + α1a1K2(b1 + 1)/β1

+ α1a1b1K2/β1 + 2a2
1b2K2(K1 − 1) + 2a1a2b2K

2
2

+ α1a1K2/β1 + 2a1a2b1K1K2 − 2α1a1K1K2b1/β1

e2 = α1a1b2K2(3K1 − 4)/β1 + α1a1

(
1 + b1(1−K1)

)
/β1

+ a2b1K1K2(α1/β1 − a2)− a2
1b2(1−K1)

+ a2b2K
2
2 (α1/β1 − a2)− 4a1a2b2K2(K1 − 1)

e3 = −2α1a1b2(1−K1)/β1 + 2a1a2b2(1−K1)

− 2a2b2K2(K1 − 1)(α1/β1 − a2)

e4 = a2(α1/β1 − a2)b2(1−K1),

with a1 = σ2
D+α2/β2/c̃1,j , a2 = c̃2,jα2/β2/c̃1,j , b1 = l/c̃1,j ,

and b2 = lc̃2,j/c̃1,j .
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