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Abstract— On-demand and live multimedia streaming applica- that apeer-to-peeroverlay be constructed at the application
tions (such as Internet TV) are well known to utilize a signifcant layer. The main advantage of the peer-to-peer communitatio
amount of bandwidth from media streaming servers, especiyf as paradigm is obvious: each peer contributes its own uplink

the number of participating peers in the streaming sessioncales - . . .

up. To scale to higher bit rates of media streams and larger band.W|dth to aSSISF §tream|ng to ot.her peers in the.same

numbers of participating peers, overiay tree or mesh topoigies session, thus a||8VIatIng the bandW|dth |Oa.d on ded|Cated

are typically constructed, such that peers utilize their aailable streaming servers. The corresponding disadvantage is that

upload capacities to alleviate the excessive bandwidth demds peers ardransientin nature: they join and leave the session

on stream servers. Previous works rely on random selections g pitrarily and unpredictably. The advantage of reducedese

of upstream peers, without optimizing the topologies towads - . .

maximized utilization of peer upload bandwidth, and as a reslt, Ioad. clearly outwelghs_ the disadvantage of tran3|§nt peers

minimized bandwidth costs on streaming servers. leading to the conclusion that peer-to-peer streamingroffe
We propose Outreach, a distributed algorithm to construct compelling benefits to be implemented in real-world appli-

overlay topologies among participating peers in streamingses- cations. Several emerging peer-to-peer streaming impleane

sions. The design objective oOutreach is to optimize the quality tions, such a€oolStreamind1], have clearly supported this
of overlay topologies towards scalability, with respect to the obseivation ’

number of participating_ peers in th_g sgssion. To be scalable
Outreach seeks to maximize the utilization of available umad In contrast to its potential benefits, most of the existingkwo
bandwidth on each participating peer, and consequently mimize in peer-to-peer streaming failed to offer sufficient insgh

the total bandwidth costs on streaming servers. With analyis, . .
we show that Outreach constructs topologies such that peers towards_th_e construcnon_ of peer-_to-peer overlay top@sgi
can fully utilize their upload capacities, and present a pratical thatmaximizepeer bandwidth contributions, and consequently
distributed algorithm. With simulation-based comparison studies, minimize the load on dedicated servers. We argue that fully
we show that Outreach effectively achieves its goals in a tig decentralized algorithms that construct such topologies a
churn peer-to-peer network with an assortment of peer uplik  .ritical towards the scalability of peer-to-peer streagnies-

capacities and link delays. . . . . ..
sions, to potentially serve millions of peers with minimal
Index Terms— Peer-to-peer multimedia streaming, overlay server bandwidth costs.
topology construction, server bandwidth optimization. .
In this paper, we prese@utreach a peer-to-peer topology

construction algorithm that seeks to achieve such an abgect
of scalability. Our original contributions are the following.

“The media streaming server is not responding.” FrequentBirst, we develop a rigorous analytical framework that min-
we are greeted with messages such as this when attemptinges server bandwidth cost in an ideal environment with
to open a multimedia stream from a media streaming servesmplete knowledge of all participating peers in the striegm
The streaming server is overloaded with an overwhelmigssion. Such a framework allows peers to select “neighbors
number of simultaneous streams that it is serving. Due to thean optimal fashion, so that peer upload bandwidth is most
bandwidth-intensive nature of multimedia streams, it ialeh effectively utilized.Secongdbased on our analytical insights,
lenging andcostlyto deploy streaming servers with sufficientve further present th®utreachalgorithm to construct topolo-
uplink bandwidth to satisfy the needs of a large number gies based on local knowledge, in a fully decentralized reann
users. For example, it may take months to deploy an OC-$Shce strict optimality is not possible with transient pger
uplink (622 Mbps), and it costs around $25,000 a month e use the average bandwidth cost at the streaming server as
operate the link. With a typical streaming bit rate of 800 Kbpour optimization objectiveFinally, we show that Outreach is
for near-DVD video quality, even an OC-12 link is saturategksilient to churn with arbitrary distributions of peerliimes.

with only 800 users. i . The remainder of this paper is organized as follows. In
To scale to a larger number of simultaneous users (poss@gc_ II, we first highlight our contributions in the context

up to millions) in a multimedia streaming session Withoul¢ (ejated work. The peer-to-peer network model that we
overwhelming the streaming servers, it has been proposgd,sider is presented in Sec. Ill. In Sec. IV, we present

This work was supported in part by the Natural Sciences argingaring OU' analytical framework that provides important insights

Research Council of Canada and Bell Canada’s support thritsgBell towards the design of the Outreach algorithm. We present the
University Laboratories R&D program. , decentralized Outreach algorithm in Sec. V. We evaluate the
The authors are with the Department of Electrical and Coeput £ fO hinS V1. Einall lude th
Engineering, University of Toronto (emails{tsmall@eecg, bli@eecg, performance of Outreach in Sec. VI. Finally, we conclude the
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I. INTRODUCTION



II. RELATED WORK IIl. OUTREACH: PRELIMINARIES

. L . A peer-to-peer streaming session (or a peer-to-peet-“
We categorize existing work towards topology construction P b 9 ( P P

¢ ‘ H g into basedand workK’) is a collection of peers that rely not only on a small
or peer-to-peer streaming into two grougieee-basedand  \her of multimedia streaming servers to receive theia dat
random-neighbotopologies.

A _ messages, but also on the uplink bandwidth of the particigat
Tree-based topologies in peer-to-peer streaming, such%s themselves. Each participating peer contributepitsk
Coopnet [2] and Splitstream [3], are vulnerable to highandwidth to serve other peers, relieving the burden thatavo
“churn” (departure) rates of peers, since the departurenef Ogtherwise be imposed on the dedicated streaming servers. In
peer affects all of its children. Algorithms such as NICEne streaming session, peers must receive data messages at a
[4] and ZIGZAG [5] propose repair algorithms and use higonstant bit rate in order to guarantee high-quality plakba
erarchical clustering to keep the control overhead low &hi{y/hile our discussions in this paper are focused on peer-to-
scaling to _hundreds of peers. Such mai_nter_lance glgorithager streaming applications, the constructed topologigtya
are complicated and may not be effective in a high-chuglyyally well in content distribution sessions of bulk daay(,
environment. Due to the transient nature of participatiegre  fjle downloading).
in a streaming session, we believe that tree-based to@SI0gi \\ithout loss of generality, we assume that the peer-to-peer

are not particularly suitable for peer-to-peer streaming.  anyork consists obne multimedia source (known as “the

In contrast, Bullet [6] constructs mesh-based topolodias t server”) andV — 1 peers In the case of multiple streaming
are based on tree topologies where each peer distributessiégsers, they are functionally equivalent to one serveh iie
received data messages among its children with the magine total uplink bandwidth. Our goal is to stream media from
spatial diversity possible. Higher throughput is achietiegh the server to each of the participating peers, to maximiee th
using tree topologies alone, since peers locate messages feer upload bandwidth used so that we minimize the cost at the
have not yet received in the peer-to-peer session, and H®licated server for a given number of peers, and consdyuent
downloading processes proceed in parallel. Bullet empbasi maximize scalability. We assume that peers can upload at a
that a high aggregate upload bandwidth is needed in thghdom ratel/, and that the media must be played back at
downloading session, due to the transient nature of pe@rixed ratep. Values of U are sampled from a distribution
and heterogeneous peer upload capacities. However, the m@at accounts for varying peer upload capabilities at trerpe
topologies constructed by Bullet are still quite rigid, 88}t The number of peers&V may vary over the duration of the
are based on trees. We concur that mesh-based topologiesegfferiment, since peers are more likely to participate @& th
superior with respect to the total available uplink capesit streaming session at peak time periods in a day or a week.
and seek to construct the best possible mesh to minimize]—ypica”y, in a mesh-based peer-to-peer topology, “avail-
bandwidth costs on streaming servers. ability maps” of buffered messages that have been recently

Several recent papers, such as CoolStreaming [1], PRbteived by a peer are advertised to its neighbors, who
[7], GridMedia [8], and Chunkyspread [9], have proposeghay subsequently request specific messages, depending on
to “spread” data taandomlychosen neighbors, using eithettheir rarity and playback deadlines. We assume that recent
“push” or “pull” techniques. While these techniques areusib coding techniquese(g., network codingl3]) are used, rather
to dynamic changes (churn), peers can only improve thefiran advertisements of availability. With network codirgy;
utilization using local information; therefore, theseastgies example, peers could compute and send linear combinations
do not choose neighbors to globally optimize any particulaf previously received messages with randomly chosen eoeffi
metric, such as bandwidth costs at the servers. cients as in [14] and [15]. Since the original data message ca

With respect to upload and download bandwidth capacitiee decoded from a number of coded messages that consist
of participating peers, BitTorrent [10] assumes that thinkp of independent linear combinations, all coded messages are
and downlink bandwidth of peers are symmetric, and requiregually useful when received, and there is no need to “pull” o
altruistic peers to contribute their uplink bandwidth ifigh “push” the rarest message, or to exchange availability maps
assumption is not valid. CoolStreaming [1] assumes thatVée assume that such state-of-the-art coding techniques are
peer may be served by the uplink of aoye of its many used in the streaming session, so that a peer can serve any
neighbors. ChunkySpread [9] assumes that peers are fairofnits neighbors by streaming information at a constant bit
that they provide as much uplink bandwidth as their downlinfate. It may be necessary to use a small amount of additional
bandwidth. We firmly believe that peers haasymmetric control overhead to send the coefficients at the beginnitigeof
uplink and downlink bandwidth capacities (with considdyab linear combination of data packets. We could account far thi
smaller uplink capacities), as they are mostly served by IADSwdditional overhead by increasing the playback rate siight
or cable broadband connections. Each peer may receive dat@he dedicated streaming server continuously generatas dat
from multiple upstream peers, and the gap between the tataéssages that form the multimedia stream. Whenever pessibl
available download and upload capacities in the streamiegch peer receives the coded media stream from (possibly
session should be bridged by dedicated streaming serveesceral of) their peers. If the serving peers are unable to
Such views are shared by PROMISE [11] and PALS [12]. Oywintly send messages at the bit ratehe remaining unserved
objective is to minimize the bandwidth required from thesmte is served from the dedicated server. Hence, the choice
dedicated servers. of topology has a significant effect on the bandwidth cost



to the server. Furthermore, one peer can only serve another
if it has already received the data stream. This means that
either the peers must query each other to find out which
ones have already received the data stream, or they must
know which nodes have packets in some other way with
only local information (such as ordering in a tree). Therefo

the manner in which peers are chosen to serve can have a
substantial impact on the cost to the server, the unusecdplo
bandwidth at peers, and the overall performance of the peer-
to-peer streaming session.

IV. OUTREACH: ANALYSIS AND CENTRALIZED
ALGORITHM

In Outreach, we seek to construct the best possible topolo-
gies to minimize server bandwidth costs. To design such
high-quality topologies, we first gain insight by studyirget
characteristics of tree-based and random neighbor tojesog
that are previously proposed in related work.

A. Tree-Based Topologies

Tree-based peer-to-peer topology constructions arraage p
ticipating peers as a tree, by running centralized algoritiat
the streaming server to “place” every peer in the topology. A
bandwidth-optimized tree constrains the out degree of a pee
by its uplink bandwidth. IfU < p, this implies that the tree
can only be organized as a set dfains of peerd and no
parent is able to serve its child completely. The number of
chains in the topology depends on the server bandwidth. If
the last peer in the chain has the lowest upload bandwidth,
this topology would be optimal with respect to the bandwidth
cost at the server. The disadvantage of a chain topologwts th
the delay very quickly becomes intolerably long.

Recall that mesh-based topologies, such Baglet, use
underlying trees as the basis to distribute data, and theim ea
peer in the mesh requests the messages that it has not yet
received from its neighbors. Ideally, such mesh-basedidepo
gies would find the peers with available uplink bandwidth
(i.e., the leaves of the trees) to serve the remaining messages;
however, finding these peers requires additional contadfli¢r
overhead and additional delay. It would be preferable tigaes
an underlying topological structure that did not need such
additional overhead.

Fig. 1(a) shows an example of a binary tree topology. Peer
0 is the multimedia server, which serves all the peers in the (
session to guarantee their playback bit rate. The shaded pee
are those that receive the media in time to relay the data to — ggoggv
other peers that have not yet received it. The unshaded peers \‘3‘6‘«’?‘6"/
are those that cannot use their upload bandwidth to helgserv
because all peers have already received the data. Cldwatg, t
are several peers in the binary tree topology that cannot use
their upload bandwidth.

(c) QutreachlU = u, p = 3u

1if only one peer connects directly to the server and every bas exactly

one child, we call this type of tree topologychain Fig. 1. Possible peer-to-peer topologies with= 14.



B. Topologies Involving Random Neighbors stream the data messages and the uplink bandwidth comiibut

Another possible approach of arranging peers in a topology the peers. Since, by construction, this topology uses the
requires each peer, including the server, to chdseandom MOSt possible upload bandwidth from the peers, it imposes
peers as “partners” that could potentially serve the medm@inimial server cost. Every peer except peeis using its
stream. The structure of such a topology is unaffected Gjtire upload bandwidth to serve other peers.
different peer uplink capacities and different link latmsc ~ 19- 1(C) shows an example of the Outreach topology where
between peers. When new peers are added to the topoldyPeers have identical upload bandwidth= p/3. From the
they search fon/ neighbors and are connected to the serv&PMparison in Fig. 1, we see that Outreach has the smallest
(in one large connected component) with high probabilitﬁumber of peers with idle uplink bandwidth, and therefore

however, the topology is not optimized with respect to arfjoSt efficiently utilizes server bandwidth.
particular metric or objective. Clearly, this topology cannot be implemented by recon-

Fig. 1(b) shows an example of the random neighbor top(ﬁt_rgcting the network as_described above each time a peer
ogy with M = 3. Compared to a binary tree topology, wea'Tives or departs. Luc_:klly, the Ou_treach topology can be
observe that more peers are able to assist the server and@RR¥0ximated by inserting peers using the greedy Algorithm
their upload bandwidth to serve other peers (represented byWith no topology reconstruction upon peer departure.

shaded circles), but there are still several peers with eshus

uplink bandwidth (represented by unshaded circles). D. Outreach: Centralized Algorithm
Algorithm 1. Immediately before a new peer joins the
C. The Outreach Topologies streaming session, let the bandwidth difference between th

With escalating server bandwidth costs when highel?-_ and (k + 1)-peers be

bandwidth uplink are deployed, we seek to take advantage

of the upload bandwidth of participating peers as much as (Zje% €j) = (| Pr+1l xp— Zme,ezHl Sm)
possible. Unlike tree-based topologig3utreach constructs 0k := for1 <k<lI
optimized topologies that not only minimize the server band Zje,@l Uy for k =1,

width cost, but also achieves reasonable delays by allowingvherep is the playback rate of the media, is the total
peer to be served by multiple other peers in the“sessmn. upload bandwidth of peey, ¢; is the unused (excess) upload
We construct the Outreach topology df peers “from the 5nqwidth of peerj, s, is the bandwidth served to pesr

ground up,” in the sense that we first consider pgethe .om other peers, and?; is the set ofi-peers. Letk* —
peer that receives the data streamttat latesttime. Peer! maxarg{|d;|}. If 65~ < 0, the new peer is inserted aska-

could not forward any portions of the stream to any other ) .

peer because all other peers would already have receivecPfe" Which can potentially be served by dky —1)-peer and
therefore, the upload bandwidth of pdemust remain idle. t0 help serve anyk* 4 1)-peers. Ifé;. > 0, the new peer is
We would achieve the best result if pédrad the least upload iNserted as dk* + 1)-peer, to be served by the'-peers and
bandwidth, and pedrwas the only peer to receive the strearfP Serve thek” + 2)-peers. Note thafy.-| > 0 because there
last (allowing all other peers to assist in serving). In ficag 1S necessarlly idle upload bandwidth available at tipeers
when we introduce peer dynamics and churn into the peer-{be-: there exist& such thatié,.| > 0). _ _
peer session, it may not be beneficial to force the peer with"Vhen placing peers in the network according to Algorithm
the smallest upload bandwidth as péeat all times, as this 1, we consider an ideal peer-to-peer network environment
would be highly disruptive in a highly dynamic peer-to-peef/here:

environment. For this reason, there is only one peer who isl) The incoming bandwidth at a peer does not affect its

the latest to receive the stream in Outreach topologiesigio ability to upload to other peers since the server supplies
it may not always have the lowest upload bandwidth of any ~ any missing bandwidth to receive the data stream suc-
peer. cessfully;

We next consider the peers serving peeie choose a set  2) Any k-peer can serve ar{y+1)-peer and the bandwidth
of peers from the remainingy — 2 such that the combined is infinitely divisible, that is, no assumption is made for
upload capacity of the peers is as close as possibje(tt minimum packet size.

not greater). These peers are referred to agithd )-peers. In Lemma 1:Algorithm 1 places peers in a directed graph
a similar fashion, we assign a collection of peers to seret easuch that the server cost is increased as little as possiole e
of the (I — 1)-peers; however, we allow some of the excegsne a new peer is inserted.
peer upload bandwidth to serve the small unserved portion of Proof: First note thaty, of Algorithm 1 is the sum of
peerl. This process is repeated until all peers are filled intwo parts: the total unused upload from thepeers and the
positions in the topology, and any remaining peer that is ntital amount left to be served at tlle+ 1)-peers. Only one of
served by other peers is served by the server. We can refethiese two parts will be non-zero. If they were both greatenth
the set of peers served by the servel geeers, the peers theyzero, then thé-peers with idle upload bandwidth would serve
serve a-peers, and so on. the (k + 1)-peers that were not completely served. Therefore,
The server bandwidth cost in a peer-to-peer topology is tife),, < 0, there is no idle upload bandwidth from any of the
difference between the bandwidth required by the peers geers, but there are sonfle+ 1)-peers that are not completely



served. Ifd;, > 0 then there is available upload bandwidth athe cached peer. For simplicity, we assume that the size of
some k-peers, so a new peer would be partially served like cache remains constant and vary the accuracy obthe
those peers if it became (& + 1)-peer. Note that if peers areestimates. Deputy caches are continually updated to ieclud
added as described abovg, > 0 implies that a peer which the most recently inserted peers.

was previously part of the network failed or went offline. Each cached peet estimates aj; value based on its
The additional server bandwidth co&iC' of adding a new knowledge of the network. Letv represent a randomly-
peeri is chosen fraction of the peers for which pednas approximate

knowledge of their uplink and downlink bandwidth usage.
As w increases, peet has more knowledge of the network
Peeri may add to the server cost because it requires recept®td can give a more precise estimatedpf For example,

of the media stream at rateand contributes only,;; however if w = 0.1, this represents the physical scenario where
this cost can be lessened by its choice of insertion positidieer ¢ receives beacons from0% of the peers, and can
Peeri can be placed after a peer that has some idle communicate with them to send or receive dalhis method
bandwidth, and can place itself ahead of a peénat needs is designed to recover peers that become disconnected from
to be served (and serve pegr By finding k* and ;- from the connected component of the server; though, since peers
Algorithm 1, we select the location that maximizes the sugxpress preferential connectivity toward high-degreeqébe

of the upload bandwidth to the other peers from pgeand network will remain connected with high probability [17].
the upload bandwidth from other peers to serve pege., it Algorithm 2 adds peers to the network in a distributed manner

AO:P—(Ui—ei)—si:p—ui—i-ei—si.

maximizesgu; —e;|+s;). Sincep is constantAC' is minimized. Algorithm 2. (Distributed version of Algorithm 1.)

[ | Step 1:A new peeri contacts the server to request

Theorem 1:Inserting each peer according to the locally- insertion into the streaming session.
optimal Algorithm 1 either creates an Outreach topologyrfro Step 2:Peer; is assigned a deputy-{peer) for placement.
the peers in the network or the network disappears. Step 3:The assigned deputy queries all cached peers
Proof: By Lemma 1, we know that Algorithm 1 is locally for estimates of the bandwidth differenég at their

optimal because it minimizes the increase in server cost at locations in the network, from which it chooses the
each step; this does not necessarily assure global opfymali peerpmq. Which reported the largesdy|.
However, since our topology allows arypeer to serve any Step 4:Peeri is assigned a distancg, where
(k+1)-peer, all idle bandwidth from the peers can be used and d ) td i G <0
will be considered for every new peer insertion. This means d; = | (PEer sening....) * .

Ap o

that the server cost is not only minimized in a local sensg, bu +d, if Op 2 0
also in a global sense because the placement of a peer at an and distanced is chosen from some link delay

early stage will never hamper peer placements at later stage distribution.
Furthermore, Algorithm 1 minimizes the unserved bandvfidth  Step 5:Peeri connects with other peers in its neighbor-
for the k-peers by definition of;. Therefore, Algorithm 1 hood to serve them, to be served by them, or to keep
constructs an Outreach topology. as “similar peers” to assist in futug estimates by

If the rate of peer departure is greater than the rate of using the following rules:
insertion of new peers, we move toward Outreach each time For each peef with distanced; and linki;; between
a peer is inserted, but eventually the number of peers goes to peeri and peerj, and assuming the average link
zero and we say that the network disappears. delay isE(L),

For a more detailed constructive proof, the interestedaead « Peer;j forms a link to serve peei;, with prob-
is referred to the Appendix. | ability w, if (d; +1;; < d;) and(d; + L;; >

V. OUTREACH: DISTRIBUTED ALGORITHM « Peerj forms a link to be served by peérwith

A scalable algorithm cannot be centralized, so we imple- probability w, if (d; +1;; < d;) and (d; +l;; >
ment Algorithm 1 in a distributed fashion. We assume that dj — 3E(L));
the server is too busy to assign positions to all peers ewferi « Peerj forms a link to communicate with the new
the system, so the incoming peers are forwarded randomly to peer as a “similar peer,” with probability, if
deputies(1-peers). These deputy peers do not have complete [(dj +1ji > d;) and(d; < d;)] or [(d; +1;; >
network knowledge, but they retain a small cache of peets tha d;) and(d; < dj)].

were previously placed in the network and can communicateLet us elaborate briefly on a cached peer’s calculation
with the cached peers to learn about the network. This geaté §; in Step 3. The cached peer adds up the avail-
two manners by which the distributed algorithm can acquieble upload bandwidth for itself and its “similar peers”
different levels of knowledge about the system: the numiber and subtracts from this valup = |peers it could serje—
peers in its cache, and the accuracy of the bandwidth diftere (amount already served at those peers). This is a simple gen-
(6r) estimates of the cached peers, whieiis the distance for eralization of the formula in Algorithm 1. Also note that ife

2This is the bandwidth required to serve the peers that is ratiged by 3As an alternative to beacons, RanSub [16] could be used tainobt
other peers. random set of partners.



network is small — for example, with less than 20 peers — We then consider topologies constructed with random selec-
we assumeav = 1 in Algorithm 2, so that the network doestions of neighbors (serving peers). If a peehas fewer than
not partition. Note that the calculations &f impose only a M neighbors, it tries to partner with another péext random.

small additional control overhead. A neighbor is refused if a pedr already hasM neighbors.
The peers can receive from a neighbor if that neighbor is
VI. PERFORMANCEEVALUATION closer to the server (determined by means of a Breadth First

arch tree). Any time that a peer has fewer thaneighbors

. . . . S
In ‘our performance evaluation using a simulation-bas ﬁﬁely due to peer failures), it ha&70 tries in the simulation
study, we compare the performance of Outreach to the other

; . . : 10 find new neighbofs chosen from the network uniformly
topologies discussed in Sec. IV in the presence of churn. : .
. . - at random. This means that almost all peers can find new

Churn refers to the removal and insertion of peers, which s . . . ;

; X neighbors in one step, a very conservative estimate for the
nearly always present in a practical peer-to-peer topokoyl ake of comparison
has the potential to occur at a high rate. New peer arrivale P . .

. AN Outreach performs as described by Algorithm 2 of the

follow a Poisson distribution at ratg, and peers depart once

their heavy-tailed (Zipf-distributed)ifetimes expire. In each previous sect|on._ If an Outre_zach peer ha§ No SEIVing peers
case, the system begins w0 peers, then depending On(because all serving peers failed, went offline or were sgrvi

the relative rates of arrival and expiration, the number 8fther peers), then that peer is reinserted into the netwprk b

peers increases and decreases ovelGtiietime-steps of the a deputy.
simulation. The connections of points in the curves indicat
points adjacent in time in the simulation. When the rate &. Outreach Performance Advantage

insertion of nodes in the network is large, we see pointseclos | qur first experiment, we compare Outreach with tree-

to the right side of the curves..V_Vhen the rate pf irjsertion Based and random neighbor topologies with respect to the
lower, then more nodes are expiring than are being intrafucyoing quality metrics: (1) the distance (latency) frattre
so we see the points of the curve moving toward the left. qeaming server: (2) the serving bit rate from the served; a

First, we compare Outreach to the performance of two tre@) the total idle upload bandwidth at the peers. Our first

based topologies. Thierst tree-based topology is bandwidth-gyneriment uses a simplified network where the link lengths

optimized, with four peers connected directly to the servege normalized td and the upload capacities are constant. In
and the other peers forming chains down from those foysy 5 each link has play raje= 225 [kbps], and upload rate
This is similar to the chain topology described in Sec. IV-Ay;"_ 1 [kbps] identical for all peers. The rate of insertion
By constructing four chains of peers from the server insteag hoers varies throughout the simulation to representstime
of only one, the delays in receiving media streams can Rien there are more and fewer peers onfirkhe insertion
reduced by a factor of four, while introducing only a small,,cess is Poisson, with rate oscillating betw8émeers/min

amount of additional server cost due to idle bandwidth at leg,,y{ 5 peers/min. The lifetimes of the peers are chosen from

peers. Thesecondtree topology is a binary tree. In this case, heavy-tailed Zipf distribution, where there is high proitigy

each peer monitors its own reception rate and then checks fagmier Jifetimes and low probability of long lifetimete

its parent is experiencing a similar rate, for tree mainteRa y\,cate the Zipf distribution so that the meantfsminutes.

an(_j repair. If a peer is removed due to chl_Jrn in this systeim, al |, Fig. 2(a), we compare the average distance to the server
of its descendents become temporarily disconnected fT@m ¢ gelay of the data messages) as a function of the number of
server. If any peer experiences a significantly differené rapeers,N, in the system. The number of peers varies due to the
from its parent, then the peer assumes that it is the highggterent rates of insertion and removal. Since Outreaclogd
parent of a disconnected subtree and requests reattachmenily neers close to the server, the time from transmission
from the central server. We consider the best case scengfif, the server to reception at the peers is very short on
where the server is always able to reattach the broken ﬁmtrﬁverage. Normally, one would expect that lowering the delay
quickly. Note that this is a conservative estimate, assgmilaf packet reception would increase the cost to the media

f:entral knowledge and ignores the main drawback of the trgg,, o, Fig. 2(b) shows that the opposite is true, even with
infrastructure. . conservative assumptions for recovery in the random neighb
Recall that the Bullet scheme sends disjoint data Sef§q the tree topologies. Outreach achieves lower delay than
through the networks, then nodes independently locate fag sher topologies while using less server bandwidth than
rest of the information. We argue that network coding alyeadiier the binary tree or the random neighbor topology. The
sends innovative information in its packets alleviating feed oo cost for the centralized tree with four chains acsev

t‘? impo_se rules for sending di_sj(_)int information througe the gt gimijar to Outreach. Fig. 2(c) explains this fact. @ath
distribution tree. Also, the remaining packets do not neetlt ;o ghecifically designed to use the peer uplink bandwidth
located because all information can be retrieved from the da 4 requce the cost to the server. Thehain topology also

pushed through the topology from the source. In this senggeq o)l peer bandwidth except the final four leaves; thezefo
we say that the tree-based topology that underlies Bullet is

already being compared in this performance evaluation. 5Such a large number of tries means that there is a very high ofat
recovery.
4The Zipf distribution has been shown to represent the orifaimes of 8For example, there may be more peers streaming multimedithen

human users [18]. evenings or on the weekends.
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Fig. 4. Outreach, tree-based and random neighbor topaslagith peer uplink bandwidth following a Zipf distribution.

achieving similar server costs. Since the other topolodies some of their uplink bandwidth for other purposes. As before
not optimize for uplink bandwidth utilization at the peetise the insertion process is Poisson with rate oscillating slow

server cost is higher. between36 peers/min and.5 peers/min and the lifetimes are
heavy-tailed.
B. Effects of High Churn Rate Fig. 4(a) shows that the delays for the tree and random

. . neighbor topologies do not change from Fig. 2. This is
Next, we increase the rate of peer chura, the number of ; : . .
- . . . consistent because the number and choice of neighbors in
peers arriving and departing at each time-step. This chhage . "
little effect on centralized approaches because they habab these approaches are completely independent from th p
bp y andwidth. On the other hand, Outreach does depend on peer

knowledge and can adapt quickly, but it can be detrimental 10 . . X .
a decentralized approach. However, the graphs in Fig. 3 h A eIInk bandwidth, so Fig. 4(a) has slightly larger valuearth

demonstrated the fact that, Outreach is extremely resitien 'g. 2(2). If one peer has a particularly h'gh. uplink b_ancttud

. . for example ratep, it can serve a peer entirely by itself. As
churn. We increase the rate of churn by rougtiy times by a result, that peer needs fewer similar peers, and new peers
setting the rate of increaseoscillating betwee200 and400, ' P P ' P

and by decreasing the average lifetime20y We consider the are pIaced_at its downstream in the directed gr_aph, S0 thg
o . . delays are increased somewhat for Outreach. This increase i
worst case scenario (in terms of variance) at each timekstep

first removing all the peers that expire in that time stepnth pot significant, since as the number of peers becomes large,

adding all the peers dictated by the Poisson arrival digtidn. he number of actua!-peers IS clo_se to the number opeers
T that would be used in Outreach if each peer had the average
Note that the server cost depends primarily on the number of . . .
) . 4 uplink bandwidth. We also see from Figures 4(b) and 4(c)

peers in the system, and did not perform differently when th ) :
; that the knowledge fractiony, is more pronounced. When
peers arrive faster than they depart, for example. The randg o
) ; : ! churn exists in Outreach, the departure of a peemnd the
neighbor case is not shown in these figures because the ratle 9L tion of a new peeb in the same position mav have a

churn was so high that neighbors could not be found eI"ficyentrl P P y

detrimental effect because the graph was built using uplink
and peers were almost never connected to the server. . . . I
information from peet. In particular, with little knowledge of

_ ) _ the system, there is a lower chance that pesan be placed in

C. Variable Upload Bandwidth and Link Delay a way that compensates for the departure of pekr the other
Since it is quite unlikely that all peers will have identicatopologies, the server cost is increased because theiwariat

upload bandwidth, Fig. 4 shows the performance of theseuplink bandwidth is not accounted for, so high-bandwidth
topologies when the upload capacity is chosen from a Zipgers cannot help the lower-bandwidth peers to serve. Thoug
distribution. By using this distribution, we are attempgtito all topologies perform worse in this case, Outreach impsove
take into account that peers have different inherent uploadon the others.
capacities, and that the peers are likely multitasking asidgu ~ Finally, the metrics in Fig. 5 represent a network where the
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Fig. 5. Evaluating Outreach, tree-based and random neigiopologies with uplink bandwidth from a Zipf distributipand link delays taken from ping
data between PlanetLab node pairs.

link delays are chosen from a realistic distribution of pingppology achieves better performance than previous tgego
times between pairs of PlanetLab nofleslaving different in realistic scenarios, and its efficiency allows applizas
delays of links has very little effect on either the tree togg to scale to larger network sizes that may previously have
or the random neighbor topology, again because link delaygerwhelmed a multimedia source.

are not considered in the topology design and there is noln our future work, we plan to implement the Outreach
loss; however, the delays affect the distributed algoritifm topology construction algorithm in a real-world peer-tep
Outreach. The main observation here is that there are fevstneaming application, incorporating advanced codingi-sol
opportunities for a newly inserted peer to compensate tfijrections such as network coding. Once such an implementation
for a removed peer, particularly when the knowledgeis is deployed, we plan to collect real-world statistics on its
reduced. performance in highly dynamic peer-to-peer environments.

APPENDIX
PROOF OFTHEOREM 1

Theorem 1:Inserting each peer according to the locally-
Ioptimal Algorithm 1 either creates an Outreach topologyrfro
e peers in the network or the network disappears.
Proof: Since the number of peers in the system changes
peers are inserted and removed, average idle upload band-
idth per peer is a fair metric to compare the efficiency of

VII. CONCLUSION

In this paper, we have present@ultreach a peer-to-peer
topology construction algorithm that efficiently uses peer
peer uplink bandwidth resources to facilitate scalabletimu
media streaming. By introducing a small amount of strugtur
Outreach optimizes construction of the peer-to-peer ayerl
with respect to server bandwidth costs, while additional

roviding improvement in the delay experienced by the pee
P gimp Y exp y P ﬁerent intermediate topologies as we perform Algorithm

Outreach incorporates a many-to-one service model betwW il sh hat th i load bandwidth
peers, since the playback bit rate is often higher than thigkup "Ve Will show that the average idle upload bandwiath) as
the number of peers» oo, regardless of the removal strategy

bandwidth of individual peers. Outreach encourages pe&ers h

utilize their uplink bandwidth as completely as possiblajles 0 t. € peers. .

also achieving low latencies. F|r§t suppose that thgr_e are no peer fallures, only new
Our algorithm in Outreach is completely distributed, but i eer insertions mfto_ an _|n|t|al directed graphwe W'.” show

based on an analytical minimization of server cost for hig _*at after some f|_n|te t'me_|*5k| < p, k. By Algorithm 1, .

bandwidth applications in an ideal peer-to-peer networth wi <! {peers are inserted into the m|d(_jle pa_rt of the gra_lph) i

global knowledge. Since Outreach accommodates more 4T > Zjel-peerﬂj' Once the bandwidth differenqéy| is

istic models of uplink capacities and link delays, the Oatte €SS tham_;c1_neersy;, V&, an inserted peer will be added to
the bottom of the graph to use the upload bandwidth ofithe

"Data taken on December 5, 2008,t p: / / mybook. uc. edu/ pi ng/ .  peers. Then, the number of hops until the last peer recdiees t
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messagel, will increase. After some finite time, at each poinforever. In fact, if this process iterated, thg_;| and |dx+1]

just beforel is increased, it is necessarily true thét| < p would quickly grow large creating ripples both fratrtoward

Vk < [ because the next peer placed at the bottom of the graplk server and fronk toward the bottom of the graph. Since
would be served at mogtand would not serve any other peeroscillations cannot be created due to the ripples, we say tha

Suppose we wish to place a new péethat has upload ripples do not interfere.
band\F/)v?dthu- in the netV\F/)ork. If peeri Fi)s placed as gg* Once the discrepancy between upload bandwidth provided

peer then we know that there is no idle bandwidth from arg/ the k-peers and bandwidth used by the + 1)-peers is

k*-peer (as discussed in the proof of Lemma 1) and th 9unded top, Vk, the newly inserted peer will be added to
the bottom of the graph. This insertion may increase thd tota

idle upload bandwidth of the peers slightly if the upload of
peeri is larger that), ;_heergt;; however, this increase is
fbounded by because upload capacities were defined to have
size betweer®) andp.

Therefore, the total idle upload bandwidth from the peers
is bounded byp, wherel increases with the number of peers

lacement of peet. However, we have introduced a néw- .
P P e in the network. AsN becomes large, the numbkerpeers also

peer, sodx«_1 is decreased by. This decrease may cause a ,
. ’ ecomes large for akt, exceptk close tol that contain very
ripple effect. If new(k* — 1)-peers are added to compensat;

. . Few peers. We know from the law of large numbers thiat-
for 6(x-_1), dx-—2) Will decrease and so on possibly until ot ..+ Un ~ wsn, for largen andu — E(U). Therefore the

1-peers are added. THepeers can always be served Withounumber of peers one hop from the server approa¢h#sand
introduction of new peers since they are connected dirézidy P P PP u

X 1+1
server that serves them completely. After this rippdg| < p, he total number of peers approacheb_, (£)' = %-
Vk. If peeri uses all of its upload bandwidth to serve thdhis means ~ O(log ) for a system withV peers, for large
(k* + 1)-peers, them,- > p before the peer insertion. It is V. The average idle upload bandwidth for a pedics )
possible that,- > p after the insertion, bufy- is necessarily 0 as N — oc.
decreased by. Therefore, this value of* could not be chosen  Next, consider peers that expire.
indefinitely and the process would hade < p in finite time. If the rate of adding peers to the network is greater than the
In this case, a ripple may still be induced fraij-_ ;) up to rate of peer removel\ > 1), then more peers are introduced
d1; however, there it may pause if there are othesuch that into the system. If a peer fails, then one of the new peers
|6x| > p. Luckily, ripples of peer additions do not interfere, s¢an replace it. The remaining new peers follow insertions as
there are no conflicts and thig whered, > p are decreased described above and the average idle upload bandwidth for a
(allowing for ripples) after each insertion. peerM —0asN — oco.

If (A < ), then the network size reduces until there are no
more peers, so we say that the network disappeafs.# ),
then by Lemma 1 the server cost is minimized as much as

the bandwidth needed to serve tfie + 1)-peers is at least
Zjel_pee@j. After this insertion, either thék* + 1)-peers
are served completely and there is at rrp)stzjel_peersuj
idle upload at thek*-peers, or all of the upload capacity o
peeri is used. Sincé&* maximizes|dy|, if any idle bandwidth
remains at thek*-peers means thatk |6x| < p before the

Alternatively, if peeri is placed as gk* + 1)-peer then
we know that there is at |ea§:j€l_peer§lj idle bandwidth

from the "-peers anq that aII. Othék.* + 1)-pe3rs are served possible; however, depending in initial topology and dejien
pompl_etely. After this insertion, either thgk™ + 1)-peers on the method by which peers are removed, Algorithm 1 will
including peer; are served completely and the upload at thr?ring the topology closer to Outreach at each step, but may
_k*-peers is_ r(_aduced by, or peer_z’ is partially served and there never reach actually reach an Outreach topology. ’

'S No remaining upload bandwidth at the-peers. If peet is Since this topology approaches the minimum server band-
only partially s_erved, thit means there was less fhanused width and has multiple peers serving other peers at the same
upload bandwidth at the"-peers, ant/k, |3| < p before the time, either it approximates Outreach or there are no more

place_ment of the peer becgusé maX|m|zes|6,€|.. After the . peers in the network because the peers expire more quickly
peer is placed, we may again need to use the ripple techmqtlﬁ%1

: S ) in they are inserted. [ |
but in the other direction (away from the server). Since we y
have introduced a negk™ + 1)-peer,é-41) is increased by
u;. If new (k* +2)-peers are addedg- 1.5 will increase and

so on possibly until a new peer is added to the bottom of th@l X Zhang, J. Liu, B. Li, and T. P. Yum, “CoolStreaming/D@N A Data-
Driven Overlay Network for Efficient Live Media Streamingi Proc.
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