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ABSTRACT
Combining over-the-air uplink transmission and multi-antenna

beamforming can improve the efficiency of federated learning (FL).

However, to mitigate the significant aggregation error due to com-

munication noise and signal distortion, pre-processing of device

signals and post-processing at the server are required. In this pa-

per, we study the optimization of receiver beamforming and device

transmit weights in over-the-air FL, to minimize the total trans-

mit power in each communication round while guaranteeing the

convergence of FL. We establish sufficient convergence conditions

based on the analysis of gradient descent with error and formulate

a power minimization problem. An alternating optimization ap-

proach is then employed to decompose the problem into tractable

subproblems, and efficient solutions are developed for these sub-

problems. Our proposed method is evaluated through simulation on

standard image classification tasks, demonstrating its effectiveness

in achieving substantial reductions in transmit power compared

with existing alternatives.
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1 INTRODUCTION
Federated learning (FL) leverages the computational capabilities of

edge devices without necessitating the transmission of their private

training datasets. It operates as an iterative algorithmwhere, during

each iteration (i.e., communication round), each device computes

the gradient of its local loss function and sends it to a central server

for aggregation. However, the signal transmission between the edge

devices and the server can impose significant stress on communica-

tion resources, especially in scenarios involving a substantial num-

ber of devices and limited available bandwidth. In such scenarios,

conventional orthogonal multiple access methods may not suffice

to enable the transmission of updates from the devices. To mitigate

the burden of communication overhead, a method known as analog

(i.e., over-the-air) aggregation has emerged. This approach involves

the simultaneous analog transmission of individual models by edge

devices over a shared wireless uplink channel, enabling natural

model summation through superposition. This over-the-air compu-

tation technique has gained increasing attention due to its efficient

utilization of bandwidth and reduced communication latency in

contrast to conventional transmission techniques over orthogonal

channels [2, 3, 8, 24, 30].

Over-the-air computation is susceptible to significant aggrega-

tion error, which propagates over the FL iterations. The aggregation

error arises from two primary sources: noise and channel distortion.

Hence, pre-processing of the devices’ signal prior to transmission,

as well as post-processing of the received signal at the server, is nec-

essary to mitigate the inconsistencies between the actual received

signal at the server and the desired signal. Furthermore, transmit

power minimization plays a critical role in facilitating efficient sys-

tem operation, as it reduces device energy usage and also minimizes

the interference to outside receivers. Careful design of transmit

weights for individual devices and receiver beamforming is nec-

essary to minimize the transmit power while also guaranteeing

convergence of FL to an optimal model.

A considerable number of works in FL focus on minimizing or

bounding power consumption by considering both communication

and computation factors [1, 4, 9, 12, 18, 20, 29, 31, 34]. However,

these works only concern FL with digital communication. Their

techniques do not apply to our problem. Several recent studies have
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addressed power efficiency in FL with over-the-air aggregation.

Both [36] and [25] employed truncated channel inversion to devise

transmit weights for devices. The device selection process in both

studies relies on a threshold for channel strength to guarantee adher-

ence to the average transmit-power constraint for each individual

device. The authors of [30] aimed to minimize the cumulative train-

ing loss while considering individual long-term transmit-power

constraints at the mobile devices, by designing the transmit weights

based on channel inversion. The authors of [10] aimed to minimize

the global loss optimality gap by jointly designing the devices trans-

mit weights and server power while considering constraints on

either the individual or total uplink transmit power of devices dur-

ing each communication round. The authors of [27] introduced

an online energy-aware dynamic worker scheduling policy. This

policy was designed to optimize the average number of workers

scheduled, taking into consideration a long-term energy constraint.

The energy-aware dynamic device scheduling algorithm in [28]

aims to optimize training performance within energy constraints,

accounting for both communication and computation energy fac-

tors. However, all these works have focused on scenarios where

the server operates with a single antenna, thereby overlooking the

design of receiver beamforming techniques.

When the server is equipped with multiple antennas, it was

shown in [13, 35] that beamforming techniques can be employed

to reduce the impact of noise and channel distortion in over-the-

air computation. These studies optimized the receiver beamform-

ing with the objective of reducing the mean squared error (MSE)

while ensuring that the average transmit power for each device

is bounded. It was shown in [33] that the method in [13] can be

applied to improve FL performance. Both [32] and [14] studied the

joint optimization of receiver beamforming and device selection

to maximize the number of selected devices while ensuring both

a bounded MSE and bounded average transmit power. In [19], for

a reconfigurable intelligent surface (RIS)-assisted system, receiver

beamforming, device selection, and RIS phase shift were optimized

to increase the convergence rate. However, none of the mentioned

works in this category aimed to minimize power consumption.

In contrast to the existing works, the objective of this study is

to optimize both the multi-antenna receiver beamforming and the

transmit weights of devices in FL with over-the-air aggregation.

This naturally includes device selection since assigning zero trans-

mit weight to a device is equivalent to deselecting the device. We

aim to minimize the average total transmit power of devices while

ensuring the convergence of FL to an optimal point. Specifically,

our contribution can be summarized as follows:

• We consider distributed gradient descent in the presence of

error and derive a set of sufficient conditions for convergence

of FL to the optimal model. These conditions account for the

impact of over-the-air aggregation, receiver beamforming,

and device transmit weights on the discrepancy between the

signal used by the server for model updates and the global

loss gradient. Our analysis substantially differs from existing

works on FL over noisy communication with beamforming

design, since it ensures the convergence of FL to the opti-

mum, whereas existing works utilize upper bounds on the

optimality gap that generally do not diminish to zero.

• We formulate an optimization problem to minimize the total

device transmit power, with the derived convergence con-

ditions serving as constraints. An alternating optimization

approach is used to solve the resulting bi-convex problem.

Most importantly, we show how to transform each subprob-

lem into a convex quadratic programming form that can be

solved efficiently.

• We experiment with FL for image classification over a sim-

ulated wireless network. We show that for a wide range of

parameter settings, the proposed method achieves signifi-

cantly reduced transmit power compared with state-of-the-

art benchmarks.

The rest of this paper is organized as follows. In Section 2, we

present the system model and problem formulation. Section 3 de-

scribes the transmit and receiver beamforming design. Simulation

results and conclusion are provided in Sections 4 and 5 respectively.

2 SYSTEM MODEL AND PROBLEM
FORMULATION

2.1 FL System
We consider a wireless network comprising a central server and

𝑀 edge devices. Each device, denoted by index𝑚, contains a local

training dataset of size 𝐾𝑚 represented by D𝑚 = {(x𝑚,𝑘 , 𝑦𝑚,𝑘 ) :
1 ≤ 𝑘 ≤ 𝐾𝑚}, where x𝑚,𝑘 is the 𝑘-th data feature vector and

𝑦𝑚,𝑘 is its corresponding label. The aim of the edge devices is

to cooperatively train a global model on the server, capable of

predicting the true labels of data feature vectors for all devices

while ensuring the privacy of their local datasets. We define the

empirical local training loss function for device𝑚 as follows:

𝐹𝑚 (w;D𝑚) ≜ 1

𝐾𝑚

𝐾𝑚∑︁
𝑘=1

𝑙 (w; x𝑚,𝑘 , 𝑦𝑚,𝑘 ), (1)

where w ∈ R𝐷 is the global model parameter vector and 𝑙 (·) is the
sample-wise training loss associated with each data sample. Then

the global training loss function is

𝐹 (w) = 1

𝐾

𝑀∑︁
𝑚=1

𝐾𝑚𝐹𝑚 (w;D𝑚), (2)

where 𝐾 =
∑
𝑚 𝐾𝑚 is the total number of training samples over

all devices. In this study, we adopt the conventional Federated

Stochastic Gradient Descent (FedSGD) technique for iterative model

training in FL, where the server updates the model parameters

using an aggregation of the gradients derived from the local loss

functions of all devices [21]. The main objective of this study is to

determine the optimal global model w∗
that minimizes the global

training loss function 𝐹 (w). We refer to each cycle of the algorithm

as a communication round. In the 𝑡-th communication round, the

following operations are executed:

(1) Downlink phase: The server broadcasts the model parame-

ter vector w𝑡 to all devices.

(2) Gradient computation: Each device𝑚 computes the gradi-

ent of its local loss function, given by g𝑚,𝑡 ≜ ∇𝐹𝑚 (w𝑡 ;D𝑚),
where ∇𝐹𝑚 (w𝑡 ;D𝑚) is the gradient of 𝐹𝑚 (·) at w𝑡 .

(3) Uplink phase: The devices transmit their local gradients to

the server via the uplink wireless channels.
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(4) Model updating: The server computes a weighted aggrega-

tion of the local gradients to update the global model. In an

ideal scenario where the local gradients can be received accu-

rately at the server, r𝑡 ≜
∑𝑀
𝑚=1 𝐾𝑚g𝑚,𝑡 is utilized to update

w𝑡 . However, in practical settings, only an approximation r̂𝑡
is feasible at the server due to the effects of wireless channels

and noise. Therefore, the server updates the global model as

w𝑡+1 = w𝑡 − 𝛾𝑡
R(r̂𝑡 )∑𝑀
𝑚=1 𝐾𝑚

, (3)

where 𝛾𝑡 is the learning rate in round 𝑡 and R(·) returns the
real part of a complex variable.

2.2 FL with Over-the-Air Analog Aggregation
We assume that each device is equipped with a single antenna,

while the server is equipped with 𝑁 antennas. The wireless uplink

channel between device𝑚 and the server during communication

round 𝑡 is represented by the complex-valued vector h𝑚,𝑡 ∈ C𝑁 .
We assume that the server has perfect knowledge of h𝑚,𝑡 at the
beginning of each round 𝑡 .

We utilize over-the-air computation for efficient aggregation of

the local gradients at the server. This is achieved through analog

aggregation over multiple access channels, as proposed in [36]. In

each communication round 𝑡 , the devices send their local gradients

to the server simultaneously using the same frequency resource.

The 𝐷 entries of the local gradient of each device are transmitted

over 𝐷 time slots. Specifically, in time slot 𝑑 , each selected device𝑚

sends the 𝑑-th entry of its local gradient, denoted by 𝑔𝑚,𝑡 [𝑑], which
is normalized by 𝑣𝑚,𝑡 =

∥g𝑚,𝑡 ∥√
𝐷

and then adjusted by the transmit

weight 𝑎𝑚,𝑡 ∈ C. The transmitted signal by device𝑚 in round 𝑡 is

denoted by z𝑚,𝑡 and its 𝑑-th entry is defined as

𝑧𝑚,𝑡 [𝑑] = 𝑎𝑚,𝑡
𝑔𝑚,𝑡 [𝑑]
𝑣𝑚,𝑡

, (4)

which implies the average transmit power isE[|𝑧𝑚,𝑡 [𝑑] |2] = |𝑎𝑚,𝑡 |2.
In this work, we assume the average transmit power of each device

is bounded by 𝑃0, i.e., |𝑎𝑚,𝑡 |2 ≤ 𝑃0, ∀𝑚,∀𝑡 . The corresponding re-

ceived signal at the server in round 𝑡 and in time slot 𝑑 is denoted

by y𝑑,𝑡 and is given by

y𝑑,𝑡 =
𝑀∑︁
𝑚=1

h𝑚,𝑡𝑧𝑚,𝑡 [𝑑] + n𝑑,𝑡 , (5)

where n𝑑,𝑡 ∈ C𝑁 is the Circularly Symmetric Complex Gaussian

(CSCG) noise vector, i.e., CN(0, 𝜎2𝑛I) and is independently and

identically distributed (i.i.d.) over 𝑡 and 𝑑 . Each device𝑚 also sends

𝑣𝑚,𝑡 to the server in each communication round. As 𝑣𝑚,𝑡 is only a

scalar, we assume it is sent over a separate digital channel and is

received by the server perfectly.

The server applies receiver beamforming to process the received

signal. Let f𝑡 ∈ C𝑁 denote the receiver beamforming vector at

round 𝑡 . The post-processed received signal in the 𝑡-th communica-

tion round and in the 𝑑-th time slot is given by

𝑟𝑡 [𝑑] = f𝐻𝑡 y𝑑,𝑡 =
𝑀∑︁
𝑚=1

f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡
𝑔𝑚,𝑡 [𝑑]
𝑣𝑚,𝑡

+ f𝐻𝑡 n𝑑,𝑡 . (6)

The server uses r̂𝑡 ≜ [𝑟𝑡 [1], ..., 𝑟𝑡 [𝐷]]𝑇 to update w𝑡 based on (3).

2.3 Problem Formulation
We aim to minimize the total uplink transmit power over all devices

during each communication round while guaranteeing the conver-

gence of the model to the optimal model. Specifically, we design

the transmit scalars, 𝑎𝑚,𝑡 for all devices and receiver beamforming,

f𝑡 in each communication round 𝑡 , such that convergence of w𝑡
to an optimal model is guaranteed. This optimization problem in

round 𝑡 can be formulated as follows:

min

f𝑡 ,{𝑎𝑚,𝑡 }

𝑀∑︁
𝑚=1

|𝑎𝑚,𝑡 |2 (7a)

s.t. Convergence of FL to optimum, (7b)

|𝑎𝑚,𝑡 |2 ≤ 𝑃0, ∀𝑚. (7c)

Note that even though we do not consider device selection explicitly

in our problem formulation, problem (7) does capture device selec-

tion since if a device’s transmit weight is set to zero, it transmits

nothing to the server.

3 BEAMFORMING DESIGN FOR POWER
MINIMIZATION

In problem (7), constraint (7b) is not an explicit function of op-

timization variables {f𝑡 } and {𝑎𝑚,𝑡 }, so solving this problem is

challenging. We must first analyze the convergence of the gradient

descent method in the presence of errors and beamforming.

3.1 Training Convergence Analysis
We rewrite the global model update at the server in (3) as

w𝑡+1 = w𝑡 − 𝛾𝑡 s𝑡 , (8)

where s𝑡 ≜
R(r̂𝑡 )
𝐾

. We may equivalently rewrite s𝑡 as follows:

s𝑡 = ∇𝐹 (w𝑡 ) + e𝑡 , (9)

where ∇𝐹 (w𝑡 ) is the gradient of the global loss function at w𝑡
which is the desired information, and e𝑡 is the error vector. Based
on (9), the expression for e𝑡 can be written as

e𝑡 = s𝑡 − ∇𝐹 (w𝑡 )

=
R(r̂𝑡 )
𝐾

−
∑𝑀
𝑚=1 𝐾𝑚g𝑚,𝑡

𝐾

=
1

𝐾

∑︁
𝑚

(
R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ]

𝑣𝑚,𝑡
− 𝐾𝑚)g𝑚,𝑡 +

1

𝐾
R
©«
f𝐻𝑡 n1,𝑡
.
.
.

f𝐻𝑡 n𝐷,𝑡

ª®®®¬ , (10)

where the second equality comes from the fact that based on (2),

∇𝐹 (w𝑡 ) =
∑𝑀
𝑚=1

𝐾𝑚
𝐾

g𝑚,𝑡 , and the third equality follows the defini-

tion of r̂𝑡 in (6).

We consider the following assumptions on the global loss func-

tion, which are common in the stochastic optimization literature

[6, 23].

A1: 𝐹 (w) is differentiable and its minimizer is denoted by w∗
.

A2: 𝐹 (w) is 𝜇-strongly convex, i.e., ∃𝜇 > 0,∀w,w′ ∈ R𝐷 :

𝐹 (w) ≥ 𝐹 (w′) + (w −w′)𝑇∇𝐹 (w′) + 𝜇

2

∥w −w′∥2
2
. (11)
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A3: ∇𝐹 (w) is 𝐿-Lipschitz continuous, i.e., ∃𝐿 > 0,∀w,w′ ∈ R𝐷 :
∥∇𝐹 (w) − ∇𝐹 (w′)∥ ≤ 𝐿∥w −w′∥. (12)

Theorem 1. Suppose A1, A2, and A3 are satisfied and the follow-
ing conditions hold:
C1: ∥E[ e𝑡 |w𝑡 ] ∥ ≤ 𝛼 ∥∇𝐹 (w𝑡 )∥, for some 0 ≤ 𝛼 < 1,∀𝑡 .
C2: E[ ∥e𝑡 ∥2 |w𝑡 ] ≤ 𝛿 ∥∇𝐹 (w𝑡 )∥2 + 𝛽 , for some 𝛿, 𝛽 ≥ 0,∀𝑡 .
C3: 𝛾𝑡 ≥ 0, Σ∞

𝑡=0
𝛾𝑡 = ∞, lim

𝑡→∞
𝛾𝑡 → 0.

Then, for any initial point w0, the expected optimality gap converges
to zero, i.e., lim

𝑡→∞
E[𝐹 (w𝑡 ) − 𝐹 (w∗)] → 0.

Proof. See Appendix A. □

Remark 1: One way to satisfy C3 is by choosing a constant learning
rate during the early communication rounds, i.e., (𝛾𝑡 = 𝛾, 0 ≤ 𝑡 ≤ 𝑇 )
and setting 𝛾𝑡 as a harmonic series for the rest of the rounds, i.e.,
(𝛾𝑡 =

𝛾
𝑡 , 𝑡 ≥ 𝑇 ).

3.2 Problem Reformulation
Based on Theorem 1, we replace constraint (7b) by C1 and C2 and

rewrite problem (7) as follows:

min

f𝑡 ,{𝑎𝑚,𝑡 }

𝑀∑︁
𝑚=1

|𝑎𝑚,𝑡 |2 (13a)

s.t. ∥E[ e𝑡 |w𝑡 ] ∥ ≤ 𝛼 ∥∇𝐹 (w𝑡 )∥, (13b)

E[ ∥e𝑡 ∥2 |w𝑡 ] ≤ 𝛿 ∥∇𝐹 (w𝑡 )∥2 + 𝛽, (13c)

|𝑎𝑚,𝑡 |2 ≤ 𝑃0, ∀𝑚. (13d)

In communication round 𝑡 , the server aims to solve problem

(13) centrally to determine the receiver beamforming and transmit

weights of all devices. However, the LHS of (13b) and (13c) are

functions of {g𝑚,𝑡 }, which are unknown to the server. To overcome

this challenge, we replace the LHS of (13b) and (13c) by their upper

bounds provided by the following lemmas:

Lemma 1. Given w𝑡 , the norm of expected error is bounded by

∥E[ e𝑡 |w𝑡 ] ∥ ≤
√
𝐷

𝐾

∑︁
𝑚

|𝐾𝑚𝑣𝑚,𝑡 − R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ] |. (14)

Proof. See Appendix B. □

Lemma 2. Given w𝑡 , the expected error norm squared is bounded
by

E[∥e𝑡 ∥2 |w𝑡 ]

≤ 𝐷

𝐾2
(
∑︁
𝑚

|𝐾𝑚𝑣𝑚,𝑡 − R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ] |)2 +
𝐷𝜎2𝑛 ∥f𝑡 ∥2

2𝐾2
(15)

Proof. See Appendix C. □

Now, ∥∇𝐹 (w𝑡 )∥, on the RHS of (13b) and (13c), is still unknown

to the server. The server can approximate it by

∥∇𝐹 (w𝑡 )∥ = ∥
𝑀∑︁
𝑚=1

𝐾𝑚

𝐾
g𝑚,𝑡 ∥

(a)
≤

𝑀∑︁
𝑚=1

𝐾𝑚

𝐾
∥g𝑚,𝑡 ∥

(b)
=

𝑀∑︁
𝑚=1

𝐾𝑚

𝐾

√
𝐷𝑣𝑚,𝑡 , (16)

where (a) is obtained by the Triangle Inequality and (b) follows the

definition of 𝑣𝑚,𝑡 . Note that if the local gradients {g𝑚,𝑡 }𝑀𝑚=1
have

the same direction, the inequality (a) can be replaced by equality

and therefore, (16) is exact. In situations where the local gradients

are similar (such as i.i.d. data distribution over devices), (16) is a

close approximation for ∥∇𝐹 (w𝑡 )∥. We denote this approximation

by𝑉𝑡 and thus, the server solves the following optimization problem

in each round:

min

f𝑡 ,{𝑎𝑚,𝑡 }

𝑀∑︁
𝑚=1

|𝑎𝑚,𝑡 |2 (17a)

s.t.

√
𝐷

𝐾

∑︁
𝑚

|𝐾𝑚𝑣𝑚,𝑡 − R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ] | ≤ 𝛼𝑉𝑡 , (17b)

𝐷

𝐾2
(
∑︁
𝑚

|𝐾𝑚𝑣𝑚,𝑡 − R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ] |)2

+ 𝐷𝜎
2

𝑛 ∥f𝑡 ∥2

2𝐾2
≤ 𝛿𝑉 2

𝑡 + 𝛽, (17c)

|𝑎𝑚,𝑡 |2 ≤ 𝑃0, ∀𝑚. (17d)

Remark 2: Note that, even though we have used an approximation
in problem (17), for any 𝑉𝑡 that satisfies

𝑉𝑡
∥∇𝐹 (w𝑡 ) ∥ < 1

𝛼 ,∀𝑡 , given
(17b) and (17c), there exists a set of values 𝛼 ′ ≥ 𝛼 , 𝛽′ = 𝛽 , and 𝛿 ′ ≥ 𝛿
that satisfy C1 and C2, so FL convergence to the optimum is ensured
by any feasibility solution to problem (17).

3.3 Proposed Alternating Optimization
Approach

Despite having a convex objective function, problem (17) is non-

convex due to the multiplication of optimization variables, f𝑡 and
{𝑎𝑚,𝑡 } in its constraints. However, given f𝑡 , constraints (17b) and
(17c) are convex in {𝑎𝑚,𝑡 }, and given {𝑎𝑚,𝑡 }, they are convex in f𝑡 .
Therefore, problem (17) is bi-convex and an alternating optimization

approach can be used to find a partial optimum solution [7].

3.3.1 Optimizing transmit weights {𝑎𝑚,𝑡 }. Since the LHS of (17b)
and the first term of LHS of (17c) are identical, when f𝑡 is given,
(17b) and (17c) can be combined into a single constraint as follows:

min

{𝑎𝑚,𝑡 }

𝑀∑︁
𝑚=1

|𝑎𝑚,𝑡 |2 (18a)

s.t.

√
𝐷

𝐾

∑︁
𝑚

|𝐾𝑚𝑣𝑚,𝑡 − R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ] |

≤ min(𝛼𝑉𝑡 ,

√︄
𝛿𝑉 2

𝑡 + 𝛽 − 𝐷𝜎2𝑛 ∥f𝑡 ∥2
2𝐾2

) (18b)

|𝑎𝑚,𝑡 |2 ≤ 𝑃0, ∀𝑚. (18c)

Lemma 3. Denote the optimal solution of problem (18a) by {𝑎∗𝑚,𝑡 }.
Its phase, defined in [0, 2𝜋), satisfies

∠ 𝑎∗𝑚,𝑡 = −∠ f𝐻𝑡 h𝑚,𝑡 ,∀𝑚. (19)

Proof. See Appendix D. □
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Let 𝑏𝑚,,𝑡 ≜ |𝑎𝑚,𝑡 |. We now need to solve (18a) only with respect

to {𝑏𝑚,𝑡 }:

min

{𝑏𝑚,𝑡 }

𝑀∑︁
𝑚=1

𝑏2𝑚,𝑡 (20a)

s.t.

√
𝐷

𝐾

∑︁
𝑚

|𝐾𝑚𝑣𝑚,𝑡 − |f𝐻𝑡 h𝑚,𝑡 | 𝑏𝑚,𝑡 |

≤ min(𝛼𝑉𝑡 ,

√︄
𝛿𝑉 2

𝑡 + 𝛽 − 𝐷𝜎2𝑛 ∥f𝑡 ∥2
2𝐾2

) (20b)

𝑏𝑚,𝑡 ≤
√︁
𝑃0, ∀𝑚. (20c)

We further introduce𝑀 auxiliary variables q = [𝑞1, 𝑞2, ..., 𝑞𝑀 ]𝑇 to

transform (20b) into 2𝑀 + 1 equivalent linear constraints. The new

problem is

min

{𝑏𝑚,𝑡 },q

𝑀∑︁
𝑚=1

𝑏2𝑚,𝑡 (21a)

s.t. 𝐾𝑚𝑣𝑚,𝑡 − |f𝐻𝑡 h𝑚,𝑡 | 𝑏𝑚,𝑡 ≤ 𝑞𝑚,∀𝑚, (21b)

|f𝐻𝑡 h𝑚,𝑡 | 𝑏𝑚,𝑡 − 𝐾𝑚𝑣𝑚,𝑡 ≤ 𝑞𝑚,∀𝑚, (21c)

√
𝐷

𝐾

𝑀∑︁
𝑚=1

𝑞𝑚 ≤ min(𝛼𝑉𝑡 ,

√︄
𝛿𝑉 2

𝑡 + 𝛽 − 𝐷𝜎2𝑛 ∥f𝑡 ∥2
2𝐾2

) (21d)

𝑏𝑚,𝑡 ≤
√︁
𝑃0, ∀𝑚. (21e)

This is a convex problem since the objective function is quadratic

and the constraints are linear. It can be efficiently solved using

quadratic programming techniques with standard solvers such as

CVXPY.

3.3.2 Optimizing receiver beamforming f𝑡 . As the objective func-
tion in problem (17) is independent of f𝑡 , we minimize the LHS of

constraint (17c), which represents the expected deviation from the

true gradient. Thus, given {𝑎𝑚,𝑡 }, we have

min

f𝑡

𝐷

𝐾2
(
∑︁
𝑚

|𝐾𝑚𝑣𝑚,𝑡 − R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ] |)2 +
𝐷𝜎2𝑛 ∥f𝑡 ∥2

2𝐾2
(22a)

s.t.

√
𝐷

𝐾

∑︁
𝑚

|𝐾𝑚𝑣𝑚,𝑡 − R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ] | ≤ 𝛼𝑉𝑡 . (22b)

By again introducing𝑀 auxiliary variables q = [𝑞1, 𝑞2, ..., 𝑞𝑀 ]𝑇 to

problem (22), in a form slightly different from problem (21) above,

we have

min

f𝑡 ,q

𝐷

𝐾2
(∥q∥2 + 𝜎

2

𝑛

2

∥f𝑡 ∥2) (23a)

s.t. 𝐾𝑚𝑣𝑚,𝑡 − R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ] ≤ 𝑞𝑚,∀𝑚, (23b)

R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ] − 𝐾𝑚𝑣𝑚,𝑡 ≤ 𝑞𝑚,∀𝑚, (23c)

√
𝐷

𝐾

𝑀∑︁
𝑚

𝑞𝑚 ≤ 𝛼𝑉𝑡 . (23d)

This again is a convex problem with quadratic objective function

and linear constraints, allowing an efficient numerical solution.

3.3.3 Finding an initial feasible point. To initiate the alternating

optimization approach for problem (17) using our solutions in Sec-

tions 3.3.1 and 3.3.2, it is important to identify an appropriate initial

feasible point. By assuming a given receiver beamforming vector

f𝑡 , we can ensure that the left-hand side (LHS) of constraint (17b)

and the first term of the LHS of constraint (17c) are set to zero by

setting

𝑎𝑚,𝑡 =
𝐾𝑚𝑣𝑚,𝑡

f𝐻𝑡 h𝑚,𝑡
,∀𝑚. (24)

This ensures the satisfaction of constraint (17b). In the subsequent

step, our objective is to find some f𝑡 , that minimizes the LHS of con-

straint (17c) while simultaneously meeting constraint (17d). There-

fore, we aim to solve the following optimization problem

min

f𝑡

𝐷𝜎2𝑛 ∥f𝑡 ∥2

2𝐾2
(25a)

s.t. 𝐾2

𝑚𝑣
2

𝑚,𝑡 ≤ 𝑃0 |f𝐻𝑡 h𝑚,𝑡 |2,∀𝑚. (25b)

We observe that problem (25) is equivalent to the problem of quality-

of-service single-group downlink multicast beamforming [5, 26].

In that problem, the base station (BS) aims to transmit a common

message to all devices, with the objective of optimizing the multi-

cast beamformer to minimize the transmit power while satisfying

the SNR target for each device. Specifically, f𝑡 represents the trans-

mit beamformer, and

𝐾2

𝑚𝑣
2

𝑚,𝑡

𝑃0
denotes the SNR target for device𝑚.

Although the multicast beamforming problem is typically NP-hard,

it can be addressed using the Successive Convex Approximation

(SCA) method [5], which offers a convergence guarantee to a sta-

tionary point.

Upon solving (25), two scenarios arise. In the first case, if the

optimal value of the objective function obtained through the SCA

technique is less than 𝛿𝑉 2

𝑡 +𝛽 , the approach successfully identifies a
feasible point. Conversely, if the optimal value exceeds 𝛿𝑉 2

𝑡 + 𝛽 , the
method fails to find a feasible point. This outcomemay be attributed

to either the inefficiency of the method or the infeasibility of (17).

In that case, we arbitrarily select an initial point.

3.4 Optimality and Complexity Analysis
In the proposed alternating optimization approach to solve the bi-

convex problem (17), since the solutions in Sections 3.3.1 and 3.3.2

are optimal, we decrease the objective (17a) in each iteration. Fur-

thermore, the constraints (17b), (17c), and (17d) are always satisfied.

As a result, the proposed method is guaranteed to converge to a

partial optimum solution [7].

In Section 3.3.1, a quadratic problem with 2𝑀 variables and

3𝑀 + 1 constraints is solved. Thus, the computational complexity

is O(𝑀3). In Section 3.3.2, a quadratic problem with 𝑀 + 𝑁 vari-

ables and 2𝑀 + 1 constraints is solved. Therefore, the complexity

is O(min(𝑀 + 𝑁, 2𝑀 + 1)3) = O(𝑀3). In Section 3.3.3, the compu-

tational complexity of solving the feasibility problem by the SCA

method is O(min(𝑁,𝑀)3). Therefore, the overall computational

complexity of each iteration is O(𝑀3).

4 SIMULATION RESULTS
In this section, we evaluate the efficacy of our proposed method for

image classification over MNIST [17] and CIFAR-10 [15] datasets,
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with logistic regression and convolutional neural networks (CNN),

respectively. Even though CNNs are non-convex, we will show that

the proposed method remains effective in such an application.

We consider𝑀 = 10 devices and 𝑁 = 16 antennas. The distance

of device𝑚 from the parameter server𝑑𝑚 is sampled from a uniform

distribution between 10 and 100 meters and the path loss follows

the COST Hata model [16], i.e., PL[dB] = 139.1+35.22log(𝑑𝑚 [km]).
The channel vector for device𝑚 is constant during the training and

sampled from a Complex Normal distribution, i.e., h𝑚,𝑡 = h𝑚 ∼
CN(0, 1

𝑃𝐿
I𝑁×𝑁 ). We assume 𝑃0 = 27dBm and the power of noise

𝜎2𝑛 , which may also account for external interference, changes in a

range from −80dBm to −68dBm. For comparison, we consider two

approaches as benchmarks:

(1) MinimumMean Squared Error (MMSE): In each commu-

nication round the transmit weights and the receiver beam-

forming are optimized to minimize the MSE between the

received signal at the server and the desired signal. Specifi-

cally {𝑎𝑚,𝑡 } are set based on [14, 19, 32] by zero forcing as

(24). Thus, the MMSE problem reduces to the same problem

as (25), and the same SCA method can be used to design f𝑡 .
(2) Greedy Spatial Device Selection (GSDS)[22]: Joint design

of receiver beamforming and device selection is achieved

by minimizing an upper bound given in [19] of the opti-

mality gap. Since our work does not consider using RIS, we

utilize a simplified method for this minimization problem,

which we refer to as GSDS. In each iteration of the GSDS,

the device with the highest channel alignment with the pre-

viously selected devices is added to the set, and the receiver

beamforming is designed for the updated set using the SCA

method discussed in [5]. Finally, the set of selected devices

and its corresponding beamforming vector that results in

the minimum value of the objective function is chosen.

4.1 Logistic Regression on MNIST Dataset
In the MNIST dataset, each data sample is a labeled grey-scaled

handwritten digit image of size 28×28 pixels, i.e., x𝑘 ∈ R784, with a

label 𝑦𝑘 ∈ {0, 1, ..., 9} to indicate its class. There are 60000 training

and 10000 test samples. We consider training a multinomial logistic

regression classifier with cross-entropy loss. The model parameters

for each class consist of 784 weights and a bias term. We use a

regularization term for the global loss function as
𝜇
2
∥w∥2 where 𝜇

is the regularization constant and set to 𝜇 = 10
−4
.

An equal number of data samples from different classes are

uniformly randomly distributed among the devices so that 𝐾𝑚 =

5420. The learning rates for the MMSE method, GSDS method, and

our proposed method have been tuned for optimal performance

and set to 0.25, 0.25, and 0.95, respectively. All methods employ the

full local batch for gradient computation. In our proposed method,

the parameter values are set to 𝛿 = 6, 𝛽 = 0, and 𝛼 = 0.5 through

hyperparameter tuning.

Figs. 1(a) and 1(b) respectively show the average power con-

sumption per round and the number of rounds to reach a target

test accuracy of 85%, under various noise power levels. Both figures

exhibit averaged results over 20 channel and noise realizations,

accompanied by 95% confidence intervals. They both demonstrate

the significant advantages of the proposed method over MMSE

and GSDS, as it can reduce the power consumption by a factor

of more than 10
3
and simultaneously reduce the number of re-

quired rounds for convergence. Moreover, the proposed method is

adaptive to changes in noise power. As the noise power increases,

the proposed method adjusts the power consumption accordingly.

In contrast, the benchmark methods use the full available power

without considering the level of noise power.

Fig. 1(c) illustrates the total energy consumption over all com-

munication rounds to achieve the target accuracy. We assume a

symbol duration of 1𝜇 second for the transmission of each gradient

entry. This figure demonstrates that the proposed method provides

significant savings over MMSE and GSDS, due to its reduced power

requirement and faster convergence.

4.2 CNN on CIFAR-10 Dataset
In the CIFAR-10 dataset, each data sample consists of a colored

image of size 3 × 32 × 32 pixels, i.e., x𝑘 ∈ R3 × R32 × R32 and a

label 𝑦𝑘 ∈ {0, 1, ..., 9} which indicate the class of the image. There

are 50000 training and 10000 test samples. As this dataset is more

complex, we adopt a more advanced CNN model, namely the Resid-

ual Network (ResNet) with 14 layers (ResNet-14) [11], and utilize

the cross-entropy loss function. During training, we use the data

augmentation approach in [11], which includes padding the image

with 4 pixels on each side and randomly sampling a 32 × 32 crop

from either the padded image or its horizontal flip.

Similarly to the previous scenario, we evenly distribute each

class of training samples among the devices, so that 𝐾𝑚 = 5000.

During each communication round, the devices calculate their local

gradient using a batch of data of size 10 from their respective local

dataset. The learning rate is set to 0.01, with SGD momentum 0.9

and weight decay 10
−4
. For our proposed method, the parameter

values are set to 𝛿 = 0.5, 𝛽 = 0, and 𝛼 = 10
−4

after conducting

a grid search for hyperparameter tuning. The batch size and the

learning rate of the MMSE and GSDS methods are set to 10 and

0.01 respectively after hyperparameter tunning.

Fig. 2(a) and Fig. 2(b) respectively show the average power con-

sumption of devices per round and the number of communication

rounds required to achieve 70% test accuracy under various noise

power levels. The 95% confidence intervals are calculated based on

20 different channel and noise realizations. Even for non-convex

CNN, the proposed method achieves a substantial reduction in av-

erage power consumption while incurring only a small increase in

the number of communication rounds.

Fig. 2(c) depicts the total energy consumption over all commu-

nication rounds to achieve the target test accuracy, considering a

symbol duration time of 1𝜇 second for the transmission of each

gradient entry. As this figure implies, despite the small increase

in communication rounds, the proposed method is far superior in

energy conservation, reducing the energy usage by 20 to 300 times.

5 CONCLUSION
In this paper, our objective is to optimize the receiver beamforming

and device transmit weights in an FL system with over-the-air ag-

gregation, focusing on minimizing the average transmit power con-

sumption while ensuring convergence of FL to an optimal point. We

establish new sufficient conditions for FL convergence with analog
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Figure 1: (a) Average transmit power over rounds, (b) number of communication rounds, (c) total energy over rounds for MNIST
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Figure 2: (a) Average transmit power over rounds, (b) number of communication rounds, (c) total energy over rounds for
CIFAR-10

transmission and beamforming, which we then use as constraints

in formulating a power minimization problem. This problem is

bi-convex and solved using an alternating optimization approach,

where we transform each sub-problem into a convex quadratic pro-

gramming form. Through simulation on wireless FL with various

datasets and learning models, we demonstrate the effectiveness of

our proposed method in achieving lower power consumption in

comparison with the MMSE and GSDS benchmarks.
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A PROOF OF THEOREM 1
We will utilize Theorem 3 on page 53 of [23], which is reproduced

below for clarity.

Theorem 2 ([23]). Assume the following conditions hold:
(1) The distribution of s𝑡 depends only on w𝑡 and 𝑡 , and given the

sequence {w𝑡 }, the sequence {s𝑡 } is independent.
(2) There is a scalar Lyapunov function 𝑉 (·) ≥ 0 that is differen-

tiable and ∇𝑉 (·) is 𝐿-Lipschitz continuous.
(3) Process s𝑡 is pseudogradient in relation to 𝑉 (w𝑡 ), i.e.,

⟨∇𝑉 (w𝑡 ),E[(s𝑡 |w𝑡 )]⟩ ≥ 𝑏𝑉 (w𝑡 ), where 𝑏 > 0 is a constant
scalar and ⟨·, ·⟩ represents the inner product.

(4) The following growth condition on s𝑡 is satisfied:

E[∥s𝑡 ∥2 |w𝑡 ] ≤ 𝜎2 + 𝜏 ⟨∇𝑉 (w𝑡 ),E[(s𝑡 |w𝑡 )]⟩, (26)

where 𝜏 ≥ 0 and 𝜎2 are two constants.
(5) The initial point satisfies E[𝑉 (w0)] < ∞.
(6) The learning rate is such that:

𝛾𝑡 ≥ 0,

∞∑︁
𝑡=0

𝛾𝑡 = ∞, lim sup

𝑡→∞
𝛾𝑡 <

2

𝐿𝜏
,∀𝑡 . (27)

Let either 𝜎2 = 0 or lim

𝑡→∞
𝛾𝑡 → 0. Then the gradient descent method

in (8) results in lim

𝑡→∞
E[𝑉 (w𝑡 )] → 0.

Consider the Lyapunov function𝑉 (w) = 𝐹 (w) − 𝐹 (w∗). We will

show that under assumptions A1-A3 and conditions C1-C3, the
conditions stated in the above theorem are satisfied, which directly

implies our theorem statement. From the definition of s𝑡 , we have

s𝑡 =
R(r̂𝑡 )
𝐾

=
1

𝐾

∑︁
𝑚

(
R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ]

𝑣𝑚,𝑡
)g𝑚,𝑡 +

1

𝐾
R
©«
f𝐻𝑡 n1,𝑡
.
.
.

f𝐻𝑡 n𝐷,𝑡

ª®®®¬ .
(28)

Based on (28), given w𝑡 , s𝑡 is only a function of noise in round 𝑡 ,

and since {n𝑑,𝑡 } is independent of the noise in other rounds and

also independent of w𝑡 , the values of s𝑡 in different rounds are

independent of each other, given w𝑡 , and hence the first condition

is satisfied in Theorem 2.

Since 𝑉 (w) is a difference of two 𝐿-Lipschitz continuous func-
tions, it is also 𝐿-Lipschitz continuous, and thus the second condi-

tion in Theorem 2 is satisfied.

In order to fulfill the third condition of Theorem 2, we compute

the following:

⟨∇𝑉 (w𝑡 ),E[s𝑡 |w𝑡 ]⟩
(a)
= ⟨ ∇𝐹 (w𝑡 ),E[∇𝐹 (w𝑡 ) + e𝑡 |w𝑡 ] ⟩
(b)
= ∥∇𝐹 (w𝑡 )∥2 + ∇𝐹 (w𝑡 )𝑇E[e𝑡 |w𝑡 ]
(c)
≥ ∥∇𝐹 (w𝑡 )∥2 − ∥∇𝐹 (w𝑡 )∥ ∥E[e𝑡 |w𝑡 ] ∥
(d)
≥ (1 − 𝛼)∥∇𝐹 (w𝑡 )∥2

(e)
≥ 2𝜇 (1 − 𝛼)𝑉 (w𝑡 ), (29)

where (a) follows the definition of s𝑡 in (9) and the fact that∇𝑉 (w) =
∇𝐹 (w). Inequality (c) follows the Cauchy–Schwartz Inequality,

and (d) follows our assumption in C1. Inequality (e) follows the

fact that for strongly convex functions ∥∇𝐹 (w𝑡 )∥2 ≥ 2𝜇 (𝐹 (w𝑡 ) −
𝐹 (w∗)) = 2𝜇𝑉 (w𝑡 ). So, the third condition of Theorem 2 holds

with 𝑏 = 2𝜇 (1 − 𝛼). To satisfy the fourth condition of Theorem 2,

we compute the following:

E[∥s𝑡 ∥2 |w𝑡 ]
(a)
= E[∥∇𝐹 (w𝑡 ) + e𝑡 ∥2]
(b)
= ∥∇𝐹 (w𝑡 )∥2 + 2∇𝐹 (w𝑡 )𝑇E[e𝑡 |w𝑡 ] + E[∥e𝑡 ∥2 |w𝑡 ]
(c)
≤ ∥∇𝐹 (w𝑡 )∥2 + 2∇𝐹 (w𝑡 )𝑇E[e𝑡 |w𝑡 ] + 𝛿 ∥∇𝐹 (w𝑡 )∥2 + 𝛽
(d)
≤ (1 + 𝛿)∥∇𝐹 (w𝑡 )∥2 + 2∥∇𝐹 (w𝑡 )∥∥E[e𝑡 |w𝑡 ] ∥ + 𝛽
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(e)
≤ (1 + 𝛿 + 2𝛼)∥∇𝐹 (w𝑡 )∥2 + 𝛽
(f )
≤ (1 + 𝛿 + 2𝛼) ⟨∇𝑉 (w𝑡 ),E[s𝑡 |w𝑡 ]⟩

(1 − 𝛼) + 𝛽, (30)

where (a) follows the definition of s𝑡 in (9), (c) follows our as-

sumption in C2, (d) follows the Cauchy–Schwartz Inequality, (e)
follows our assumption in C1, and finally (f) follows inequality (d)

in (29). Therefore, the fourth condition is satisfied with 𝜎2 = 𝛽 and

𝜏 = 1+𝛿+2𝛼
1−𝛼 .

The last two conditions of Theorem 2 are satisfied since the loss

function value at the starting point is bounded, and C3 guarantees

the bounds on the learning rate outlined in the theorem.

B PROOF OF LEMMA 1
According to (10),

E[e𝑡 |w𝑡 ] = E[
1

𝐾

∑︁
𝑚

(
R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ]

𝑣𝑚,𝑡
− 𝐾𝑚)g𝑚,𝑡 +

1

𝐾
R
©«
f𝐻𝑡 n1,𝑡
.
.
.

f𝐻𝑡 n𝐷,𝑡

ª®®®¬]
=

1

𝐾

∑︁
𝑚

(
R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ]

𝑣𝑚,𝑡
− 𝐾𝑚)g𝑚,𝑡 , (31)

where the reason for the second equality is that n𝑑,𝑡 has a zero

mean, which implies the expectation of the second term is zero.

Therefore,

∥E[e𝑡 |w𝑡 ] ∥
(a)
≤ 1

𝐾

∑︁
𝑚

|
R [f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ]

𝑣𝑚,𝑡
− 𝐾𝑚 |∥g𝑚,𝑡 ∥

(b)
=

1

𝐾

∑︁
𝑚

|
R [f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ]

𝑣𝑚,𝑡
− 𝐾𝑚 |

√
𝐷𝑣𝑚,𝑡

=

√
𝐷

𝐾

∑︁
𝑚

|R [f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ] − 𝐾𝑚𝑣𝑚,𝑡 |, (32)

where (a) follows the Triangle Inequality and (b) follows the defini-

tion of 𝑣𝑚,𝑡 .

C PROOF OF LEMMA 2

Let’s define ñ𝑡 ≜
©«
R[f𝐻𝑡 n1,𝑡 ]

.

.

.

R[f𝐻𝑡 n𝐷,𝑡 ]

ª®®®¬. Since n𝑑,𝑡 has zero mean, E[ñ𝑡 ] =

0. The𝑑-th entry of ñ𝑡 is denoted by ñ𝑡 [𝑑]. Since n𝑑,𝑡 ∼ CN(0, 𝜎2𝑛I),
the following relations hold for the statistics of its real and imagi-

nary parts:

E[R[n𝑑,𝑡 ]R[n𝑑,𝑡 ]𝑇 ] = E[I[n𝑑,𝑡 ]I[n𝑑,𝑡 ]𝑇 ] =
𝜎2𝑛

2

𝐼 , (33)

E[R[n𝑑,𝑡 ]I[n𝑑,𝑡 ]𝑇 ] = E[I[n𝑑,𝑡 ]R[n𝑑,𝑡 ]𝑇 ] = 0. (34)

Therefore, the variance of ñ𝑡 [𝑑] can be computed as

E[ñ𝑡 [𝑑]2] = E[R[f𝐻𝑡 n𝑑,𝑡 ]2] =
𝜎2𝑛

2

∥f𝑡 ∥2, (35)

and subsequently,

E[∥ñ𝑡 ∥2] =
𝐷𝜎2𝑛 ∥f𝑡 ∥2

2

. (36)

Based on the definition of e𝑡 in (10):

E[∥e𝑡 ∥2 |w𝑡 ]

(a)
= E

[
∥ 1
𝐾

∑︁
𝑚

(
R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ]

𝑣𝑚,𝑡
− 𝐾𝑚)g𝑚,𝑡 +

ñ𝑡
𝐾

∥2 |w𝑡
]

(b)
= E[∥ 1

𝐾

∑︁
𝑚

(
R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ]

𝑣𝑚,𝑡
− 𝐾𝑚)g𝑚,𝑡 ∥2 |w𝑡 ]

+ E[
(∑︁
𝑚

(
R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ]

𝑣𝑚,𝑡
− 𝐾𝑚)g𝑚,𝑡

)𝐻 ñ𝑡
𝐾2

|w𝑡 ]

+ E[
ñ𝐻𝑡
𝐾2

(∑︁
𝑚

(
R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ]

𝑣𝑚,𝑡
− 𝐾𝑚)g𝑚,𝑡

)
|w𝑡 ]

+ E[ ∥ñ𝑡 ∥
2

𝐾2
|w𝑡 ]

(c)
= ∥ 1

𝐾

∑︁
𝑚

(
R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ]

𝑣𝑚,𝑡
− 𝐾𝑚)g𝑚,𝑡 ∥2

+
(∑︁
𝑚

(
R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ]

𝑣𝑚,𝑡
− 𝐾𝑚)g𝑚,𝑡

)𝐻
E[ ñ𝑡
𝐾2

]

+ E[
ñ𝐻𝑡
𝐾2

]
(∑︁
𝑚

(
R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ]

𝑣𝑚,𝑡
− 𝐾𝑚)g𝑚,𝑡

)
+ E[ ∥ñ𝑡 ∥

2

𝐾2
]

(d)
= ∥ 1

𝐾

∑︁
𝑚

(
R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ]

𝑣𝑚,𝑡
− 𝐾𝑚)g𝑚,𝑡 ∥2 +

𝐷𝜎2𝑛 ∥f𝑡 ∥2

2𝐾2

(e)
≤

(
1

𝐾

∑︁
𝑚

|
R [f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ]

𝑣𝑚,𝑡
− 𝐾𝑚 | ∥g𝑚,𝑡 ∥

)
2

+ 𝐷𝜎
2

𝑛 ∥f𝑡 ∥2

2𝐾2

(f )
=

𝐷

𝐾2

(∑︁
𝑚

|R [f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ] − 𝐾𝑚𝑣𝑚,𝑡 |
)
2

+ 𝐷𝜎
2

𝑛 ∥f𝑡 ∥2

2𝐾2
, (37)

where (a) follows the definition of e𝑡 ; (b) expands the error norm
squared to four terms; (c) follows the fact that given w𝑡 ,
1

𝐾

∑
𝑚
( R[f𝐻𝑡 h𝑚,𝑡𝑎𝑚,𝑡 ]

𝑣𝑚,𝑡
− 𝐾𝑚)g𝑚,𝑡 is deterministic, and ñ𝑡 is indepen-

dent of w𝑡 ; (d) follows the fact that E[ñ𝑡 ] = 0 and (36); (e) follows

the Triangle Inequality; and finally (f) follows the definition of 𝑣𝑚,𝑡 .

D PROOF OF LEMMA 3
The proof is by contradiction. Let’s denote 𝜙𝑚,𝑡 ≜ ∠𝑎∗𝑚,𝑡 and

𝜓𝑚,𝑡 = ∠f𝐻𝑡 h𝑚,𝑡 . Suppose 𝜙𝑚,𝑡 ≠ −𝜓𝑚,𝑡 . Let’s define another set
of transmit weights 𝑎𝑚,𝑡 ≜ |𝑎∗𝑚,𝑡 |cos(𝜙𝑚,𝑡 +𝜓𝑚,𝑡 )𝑒− 𝑗𝜓𝑚,𝑡 ,∀𝑚. We

have

R[𝑎𝑚,𝑡 f𝐻𝑡 h𝑚,𝑡 ] = |𝑎∗𝑚,𝑡 |cos(𝜙𝑚,𝑡 +𝜓𝑚,𝑡 ) |f𝐻𝑡 h𝑚,𝑡 | (38)

= R[𝑎∗𝑚,𝑡 f𝐻𝑡 h𝑚,𝑡 ],∀𝑚. (39)

Therefore, {𝑎𝑚,𝑡 } can satisfy constraint (18b). Moreover, |𝑎𝑚,𝑡 | =
|𝑎∗𝑚,𝑡 |cos(𝜙𝑚,𝑡 +𝜓𝑚,𝑡 ) < |𝑎∗𝑚,𝑡 |,∀𝑚 and hence {𝑎𝑚,𝑡 } satisfies (18c)
with a lower value for the objective function. This contradicts the

optimality of {𝑎∗𝑚,𝑡 }.
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