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Abstract— Multiuser diversity is a phenomenon caused increasing the number of users gives the system a higher
by channel variations among different users in a wireless chance for having a user near its peak channel state
network. Cooperative relaying provides another form of during each time slot. However, in their setting the
diversity due to the spatial separation of sensors. In this 5 ,thors assume that the system bagralized access to
work we show how the simultaneous application of these 4, uplink channel state information (CSI) from all users.
two sources of diversity in a decentralized manner can lead __ . . .

This assumption of centralized access to CSI becomes

to significant throughput improvement in sensor networks. o .
To exploit this synergy we propose a family of protocols harder to justify as the number of users increases, and

termed Channel Aware Aloha with Cooperation (CAAC). the need for a decentralized access becomes apparent.
Different power allocation schemes for CAAC are consid-  In sensor networks, generally it is not reasonable to
ered, including Constant Power, Fixed Rate, and Optimal assume centralized access to channel states. Telatar and
Variable Rate. In each case we derive the scaling behavior Shamai [2] have been the first to address decentralized
of the achievable rate. We find the Optlmal source and relay resource a”ocatlon and power Control for the upllnk |n
transmission strategies under eaf:h ;chg_me anq show that[3] the authors consider a variant of the ALOHA model
the overall system performance is significantly |mproved'. in which the destination can benefit from multi-packet
Furthermore, we show that the Constant Power scheme is ) , . .
asymptotically optimal, allowing easy implementation in _receptlon, and the sensors probablllty of transmission
simple sensors. is based on a control function of the channel state.
Qin and Berry in [4], [5] consider a simpler “collision
model” for the reception to find an abstraction for
|. INTRODUCTION the multiple-access system throughput performance in

Distributed wireless sensor networks are commond@y fading environment. The authors show that the effect
characterized by small sensor nodes with limited energ§multi-user diversity is preserved in their decentralize
reserve and computing power. Because of the unsfhannel Aware Aloha (CAA) scheme. They evaluate the
ble nature of wireless communication links, cross-layéiroughput scaling behavior and show that this scheme
scheduling techniques that account for the physica$-asymptotically optimal in the limit of large number of
layer characteristics, such as multiuser diversity bas&ensors.
transmission, can significantly improve the performance Another type of diversity can be obtained through spa-
of sensor networks. Furthermore, because of the limité@l separation of sensors. The approactcadperative
capability of each individual sensor node, these networdligersity has been introduced mainly by Laneman et al
can benefit from intelligent node cooperation. In thi8], [7] and Sendonaris et al [8]. In this setting each
work, we consider the design of a decentralized coopeker, besides sending its own message, can detect other
tive scheme which exploits the multiuser diversity effe¢tsers’ messages and relay them to the destination. This
in a sensor network. forwarding of the data can increase the achievable rate,

The concept ofmultiuser diversity is best demon- specifically for the cases where the source-destination
strated in the work of Knopp and Humblet [1]. Inchannel experiences deep fades, such that there is a
this work the authors consider the uplink of a wireleddigh probability that the relay destination link can help
network as a multiple-access charindlhey prove that increase the achievable rate. Hence, cooperation provides
to maximize the sum throughput of the network, duringerformance improvements through the use of available
each time slot the user with the best channel state shotggources in the network, especially important when the
transmit, and other users should remain silent. Undeize of devices limits the number of antennas that can
this scheme, the diversity gain is due to the fact the deployed in each. In sensor networks, cooperation can

lead to significant increases in the network throughput,
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1In the multiple-access channel model, there are multiple transrfitiVETsity has been Concent'_‘ated on dgvelo_ping ph_ySi'
ters competing for access to one channel and a single receiver. cal layer protocols to exploit spatial diversity and in-



crease point-to-point throughput. Among these protocold,, 2, ...,n} communicating to a single sink that is
Amplify and Forward and Decode and Forward [6] reachable within one hdpSensors can cooperate in re-
have been the subject of extensive research. Recerldyjng another sensor's message towards the destination.
cooperative schemes have been used to mitigate e message transmission is assumed to be done in two
throughput loss of random access schemes. In [9] thkases calle®Phase A and Phase B.

authors propose a cooperative scheme to mitigate thén Phase A the active sensors can send their messages
throughput loss inherent in ALOHA. In [10], we furthertowards the destination and other sensors if their channel
study the problem of joint MAC-PHY design fromamplitude towards the destination is above a required
the perspective of interference mitigation in cooperatithreshold, which is to be determined. We assume that at
sensor networks. time m sensor; has message;(m), m € [oL, (o+1)L]

In this work, we investigate into a joint MAC-PHY in its buffer, whereL represents the length of a time slot
layer design that unites decentralized multiuser diversindo is the slot index. The received message by sensor
and cooperative relaying. We evaluate the benefit of suglluring Phase A can be represented as
a union in the uplink of a sensor network with the N
assumption of Rayleigh fading and a collision model at ~ ¥i(m) = > \/%:m(m) +z;(m), (1)
the destination (i.e., the sink) and at each intermediate i=1,i#j
relaying sensor. We study the effect of sensor coopergherey;(m) is the received message at senper M —
tion over the asymptotically optimal multiuser diversityi}, H;;(m) is the channel gain between tli sensor
approach proposed in [4], [5] and evaluate the increasad the potential relay or the sinkd, z;(m) is the
in throughput thus obtained, through a family of protcadditive white Gaussian noise at sengofor the sink)
cols we termChannel Aware Aloha with Cooperation with power Z; (or Z).

(CAAC). To the best of our knowledge, this is the first In Phase B the sensors which were not senders during
study on the synergy between multiuser diversity antle previous phase and which have been successful in
cooperative relaying in a decentralized environment. the decoding of the message of the sender in Phase A

Our main contributions include the followindrirst, are potential forwarders. These sensors may implement
through an analytical performance evaluation frameworthe Decode and Forward scheme [6], to forward the data
we derive optimal source transmission and cooperatite the sink. This decision is dependent on the channel
relaying strategies with decentralized random accessaimplitude of these relays towards the destin&tidihe
CAAC. Second, we consider different power alloca-derivation of an optimal decision threshold for the chan-
tion strategies for CAAC, including Constant Powenel amplitude is part of our design goal. We represent the
Fixed Rate, and Optimal Variable Rate. We obsenghannel gain between theth relay and the destination
their scaling behavior and relative merits in comparisas Gy,(m). A block-fading process has been considered
with CAA and simple cooperation without consideringor the channel gains, so fon € [oL, (o + 1)L], the
multiuser diversity.Third, we show that the throughputchannel gain remains constant. We adopt the common
of CAAC with constant transmission power is asympassumption that any pair of channel gaid; (, ,H;,;,)
totically optimal and scales aB(nlogn), where R is or (G;,4,G;,4) are independent random variables. For the
the rate function and is the number of sensors. Hencepurpose of analytical simplicity we assume the channel
sensors with limited capabilities can still fully benefitjain random variables to have the same distribution.
from CAAC with a simple power allocation scheme. Throughout this work, for each sensor independent fad-

The remainder of this paper is organized as following is assumed over different time slots.

Section Il presents the network model, describes theThe probability density function of a channel gain
relaying protocol, and formulates the optimal desigH,;(m), for m € [oL, (o + 1)L], is represented as

problem. In Section IlI, we derive the system throughpyt; . (h). We consider the symmetrical channel case,
under different power settings for CAAC and evaluatend denote by (k) the source-destination coefficients,
its scaling behavior. The performance gains obtained by

cooperation are validated in Section IV with numerical “For clustered sensor networks, this model can be equally ap-
les and simulation plied to intra-cluster pommunlcatlon b_etween t_he sensor and_the
examp ) clusterhead. The application of CAAC in a multihop sensor-to-sink
environment requires the additional consideration for complicated
Il. MODEL AND PROBLEM FORMULATION routing and interference mitigation schemes [10]; it remains an
A. Network Model interesting open problem for future research.
. . . . 3Channel dependent transmission of the relays has been recently
We consider a cooperative multiple access Wirgggied in [11], for the single source, single relay, and single

less sensor network witlh sensors indexedYl = destination scenario.



fi(h) the source-relay coefficients, anfh(g) the
distribution of the channel gains between the relays and
the sink. As defined in [5], a fading densitfy; (k) is
well behaved iflimj,_, f;T(hh)) = 0, where Fy(h) =
1 — Fy(h) represents the Compliment Cumulative Dis-
tribution Function. For example, the fading distributions
such as Rayleigh satisfy this definition.

Each sensor has access to its own CSI (toward the
sink), meaning that at the beginning of thg¢h slot Fig. 1. Schematic of a) CAA b) CAAC.
the channel gainH;,; is known by sensor and the
gain G4 is known by the potential relay during its
relaying phase. Note that this is the same assumptign CAAC Protocol Description and Optimization Prob-
as the one used in the distributed CSI analysis in [4fM Formulation
[5]. In practice this knowledge may be estimated by The CAA protocol proposed in [5] is a variation of
having the sink periodically broadcast a pilot signal &ALOHA, in which the transmission decision is made
directly obtained via feedback from the sink. Each sensoased on the channel state as opposed to the traditional
also knows its own channel state distribution. Note tha&t.OHA in which sensors transmit with a predetermined
in the decentralized environment under consideratigorobability. In their work, the authors introduce a deci-
a sensor doeswot have access to the CSI of othesion threshold for the channel state of each sensor. If the
sensors. Furthermore, sensodoesnot have access to sensor’s channel is above the threshold it will transmit
the channel stat#;;, since in a large network it becomesand otherwise it will remain silent. Assuming uplink
unreasonable to assume that all of the sensors hawesvn-link duality the sink can transmit periodic pilot
access to the state of the channel towards any other psgmals and each sensor can estimate its own channel

We denote byPy;(H,4) the transmission power ofindependently from the other sensors.
sensori in Phase A and?;(G;q) its transmission power  In Channel Aware Aloha with Cooperation, sensori
in Phase B. Throughout this work we considetoag- transmits when its channel state to the destination is
term average power constraint on the sensors meanirgpove a threshold,. The arrived message at reldy
that for each sensor is decoded with probability Rs which is the same

5 5 at different relays due to the assumption of symmetric

BralPu(Hia)] < P B[ Por(Gra)] < P2 (2) channels. A relgyc will forward its decgded mes);age to

tle destination if its channel gain towards the destination

For the reception at the sink we assume a chann . .
aware ALOHA type model in the fading environment® above a threshold,.;. The transmission and relaying
robabilities can therefore be expressed asPPr(h >

5]. During each transmission block the destination can ~ 7
[ ] g 2, = FH(hs) and Pr’el = Pr(g > grel) = FG(grel);

I h i f ~ .
only decode the message recelved. rom one Sen?v%ereFH(a) = [>° fu(h)dh represents the compliment
successfully. Therefore, in (1) only th¢h sensor can ca JEN LT . - .

the cumulative distribution function andis(-) is

send its message. We make identical assumption as EE‘FJ‘ . . . .
for the maximum rateR() that a sensor can transmit a imilarly defined. Fig. 1 presents a schematic comparison
%etween CAA and CAAC.

a function of the sensor’s channel statewhere for the In CAAC, the average network throughput

ith sourcey; = LU Hu
! i w(Prs, Pr.c;,n) can be expressed as

7 fia We normalizeZ, to be equal
to one. It is also assumed that has zero asymptotic
elasticity [5] meaning thalim sup,,_ ., vﬁ(g) =0. As E[p(Pry, Ploe;, )] = }(nprs(l — Pr,)" %
an example, the Shannon capacity satisfies this require- 2 3)
ment and has been used for our analytical results. Eu[Rp(P(Hia)Hig)|Hia > hs] + Ee [RC(‘I’)])v

In the two-phase model considered in this workyhere @ is the received power at the sink. The first
the transmission rate in the first phase is expressedtasn represents the throughput in Phase A and includes
Rp(vi), while the achieved rate via cooperation &f two parts, a contention probability and a conditional
sensors is expressed #&(®). Since the forwarders rate, which is representative of the direct transmission
cooperate over sending a common message, they tdaoughput. The second term in the summation repre-
be considered as distributed antennas sending the saewmts the cooperative phase (Phase B) throughput. The
message and MIMO capacity results apply in the secoegpected value of this term will be evaluated conditioned
phase. on the number of forwarder relays. We quantify the




number of successful relays in the decoding of the the channel state for the single transmitting serisor
message as the relays which do not undergo collisi@ither sensors listen to sengts transmission and try to
and outage. Based on this number, the probability masscode it. Note that during Phase B, other sensors will
function (pmf) of forwarding relays will be shown to benot send their own data, since this would cause another
binomial in section llI-A. The facto% takes into account collision.

the fact that the transmission has occurred over two timeWe now quantify the set of decoding relays for a
slots of lengthL as compared to a direct transmissiosourcei which we denote ad(i). Using the same
over one slot. Then, the optimization problem can kapproach as [7], for each potential relgya message

stated as from sensor is successfully decoded, if the mutual in-
(Pr;, Pri,) = arg max p(Prs, Plg, n). (4) formation between and; is above a required rate, i.e., if
Pe,Plret 1(, j) > Ry, Wherel represents the mutual information

We discuss in more details the implication of (3) unand Ry, is the required threshold for decoding. However,
der different power allocation settings in the followindgn our case if more than one sensor sends during Phase

section. A a collision will happen in Phase B. Therefore, we can
write
I1l. OPPORTUNISTICCOOPERATION SCALING Pliec = Pr(I(, ) > Rin|NC(j)) x PANC(j))
P,
BEHAVIOR = Pr(log(1 + 5 Hij) > Ru) x nPry(1 — Pr)"™

We consider the following three different power allo-

cation settings: . _ Pr(—lHij > 7)nPry(1 — Pr,)"" L,
Constant Power(CAAC-CP): In this case the sensors Prs

transmit with a constant power over each block, and tk)\fhere the thresholg = oR:n _ 1 and NC(4) represents
channel state information is only used to decide when{iQ. event of having no collisions gt Note that by

transmit. the assumption of symmetric gains the transmission

_ Fixed Rate (CAAC-FR): The sensors use chann€lropabilities are equal for different sensors in phase A
inversion to allocate power, so that a fixed value Qfs el as phase B and the optimization is simplified.
throughput is guaranteed. Prior to solving the throughput optimization prob-
Optimal Variable Rate (CAAC-OVR): The sensors jem (4), we can predict the scaling behavior of the
apply optimal power allocation over the channel state§yrce transmission probability. As— oo, the source
This can be considered as a classical water-filling profznsmission probability has to follow Pr— 0, or a
lem [12]. Each sensor/relay only has access 10 its oWgjjision will happen and the first term in (3) tends to
channel state and performs water-filling independentyy Therefore, agsi — oo, pr(lf;rlHij > 4) — 1 and

from the other sensors. _ Plyec — nPr,(1—Pr,)"~!. This probability is maximized
For each power allocation setting, we present througll)*y replacing Py = L, which results in Pg. — %
- n? ec e’

put analysis, parameter optimization, and the scalifgis value for the transmission probability in Phase A

behavior for largen. maximizes the throughput of the direct transmission term
as shown in [4]. Hence, it optimizes (4).
A. CAAC-CP The decoding event at senspis a Bernoulli random
In this case we assume that each source transmits wigfiable with

1, with pr. Plyec

a constant powet?; during each slot, and the relays IgeC: { 0, withpr. 1—Prec"
, . — Fldec

which are successful in the decoding of the message
forward the decoded version of the message with powEne number of successful decoding sensors can therefore
P,5. The long-term average power constraint res_ults ife expressed a& = Z?:Lj y I)... We make use of the

P, Chernoff bound [13] to find the number of successful

/h Pafu(h)dh = PaFy(hs) < Py = P < Pr, decoding relays with good precision. Using the lower

(6)

_ nPI‘dec<§2
o0 _ _ P, bound PIK < (1 — §)Prgecn] < e~ 2 , we have
/ PthG(g)dg:PtQFG(grel> SPQ :>Pt2 < P 2 . 1 “ n n 52
Rret frel lim Prgee — — = lim PK < (1—-40)—) <e "z .
(5) n—o0 e n—oo e (7)

Since only one source can transmit successfully duridg ¢ — 0 it suffices to haven > 5M2 where M — oo,
each slot due to the collision assumption in this workg guarantee thafim,, ... s—oPr(K < %) = 0. By the
when this happens, the through@ip is only a function same token, the upper bound in the Chernoff bound



results inlim, .. 50 P(K > %) = 0. Therefore, a special case of Theorem 1 in [3], where we have

limy, oo PIK = [2]) = 1. used a binary type transmission control by using the

For the constant power case, the expected throughpaotion of g,..; as the relaying threshold instead of general
can be expressed as transmission control, which is a function of the channel
Ex a[pn(Prs, P, n)] = state.

1 el P cp We further evaluate the scaling behavior of the above
§(n(1 —Pry) /h (Fh)fH< Jdh + Ee[R¢ ((b)])’ throughput expression in the following proposition.

where the first term represents the direct transmissionproloos'tIon 1: Asn — oo the integral term

throughput conditioned on the event that one sen7r
J ]
grel

transmits and the: — 1 remaining sensors are silen ngd fagr) .- fala)dgr . . . dgi,

and the second term represents the expected througfi<'
put of cooperative transmission. The expected value of p
the direct transmission throughput is straightforward fa the limit approaches &’&R(P—?lgrel).
obtain, since a sensor transmits only if its channel state Proof: {
H,y > hs;. We next elaborate on the derivation of the
cooperative throughput expressid"(P)

Since the transmission is slotted, the set of successtu
decoding relays forward the same message in Phasenh_{goE@[RCP( )=
B synchronously, and the cooperative phase throughputm

Prrel

rel
Refer to Appendix I. ]
By replacing the result of Proposition 1 in (9) in the
]qul'[ of large n we have

ronod >ratiy : 2] in 10)
REP(®) is similar to that of a multiple input single output 1 2] L)t P, (
1—Pr. Pt R Lgrel),
channel, which will be written as IZ—; l ( Fret) rel ( Pr.. gret)
X —
CP(®
ke Zled > grell Pr2Gra), (8) where we have replaced” by [2] in the limit as
k=1

we showed by use of the Chernoff bound. The next
where I[Grq > gre) IS the indicator function repre- proposition quantifies the optimal relaying probability as
senting the event that the relay-destination channel states ~.
for relay k is above a determined threshold, aRdis Proposition 2: The optimal relaying probability
a rate function WhICh satisfies the asymptotic elasticigtales as Py, = 2™ asn — oo, where 3(n) is a

property andP;,, = constant.
In order to find the expected value of the cooperative  pyoof: Refer to Appendix Il for the proof. [

phase throughput we express the throughput conditiongl 4re now ready to compute the overall scaling behav-

on thgpnumber of forwarding relays as follows. ior of the throughpul(Pr, Pr*,,, n). As a special case
Ee[Re™(P)] = of Proposition 1 withl = 1 it can be shown that
K _
K © P P,
> < z > — Pro)*'E[R ZP 5:d)Gs,alF = )] lim R(=>h)fu(h)dh = Pr,R(==h,). (11)
-1 n—oo Jp Pr, Pr
K
_ Z <K> Pry)K- l/ / The overall throughput can, therefore, be written as
=1 el 9 1im E[u(Prs, P, n)] =
|ntegrat|ons _
P, 1( lim nPr(1 - PR R(ZLh,) + Eo[REP(@)]).
R (G + o+ 00a) S (00) - (00, gy, 2\ P, )
9)
wheres = {s1,...,s;}, represents a subset of potential Corollary 1: The direct term throughput is maximized

relays with cardinality chosen fromi relays successful by choosing Pr= @ wherelim,, .o, a(n) = 1.

in decoding, andr is the set of forwarding relays during Proof: This is a direct result of Proposition 4 of
Phase B. The ternfl — Pr..)X~" in (9) reflects the [4] and considering the fact thaPr,(1 —Pr,)"~! attains
probability that X — [ relays remain silent and do notits maximum for Py = % The rate term is a decreasing
forward. The second term is the expected cooperatiftanction of Pt. Therefored < a < 1. As n increases the
throughput conditioned on the event thatrelays are scaling of the rate becomes independenitptherefore,

forwarding the message to the sink. This result is al§y = % is the optimal value. ]



Replacing the optimal probabilities in (12) we have We consider the special case of Rayleigh fading channel
. .. 1 5 with meanh to obtain a closed form expression for the
lim E[u(Prs, P, n)] = = lim [-R(Pinl : o :
i Elp(Prs, Prret, )] = 5 lim [ZR(Pinlogn) decoding probability. In this case we have
2 ne = L2 ° Priec = Pr(NC(j))Pr(H;; > =
+§ :<|_;J)(1 ﬁ ) l( ﬁ )IR(le Jlogl_ J)]v d ( (])) ( 7= 4 )
=1

L% L2 B S
(13) Pf(N(C(j))/h FH(%)fH(hid)dhid:

_ hid

where we have assumed Rayleigh fading to degjye= ooy [ _haae o Ay ary
Fg'(%) = log 4-. Based on our reasoning in AppendixtPrs(1 — Pry) /h e ot dhig = e
Il the scaling behavior of rate terrR does not depend )
on 3 and we can assig = [ and take the rate termwhere A = Ll

. . y [ I g
out of the summation. Therefore, the above expressionrp diregtf}tlérrﬁ throughput in this casesi®r,(1 —
scales as;(1 + 1)R(nlogn). i

Pr,)" "1 R(P,). It is maximized by Pyop = 1 asn — oo
and approacheSR(P,). Since this value of transmission
B. CAAC-FR probability also minimizes the collision probability atth

For applications with the requirement of a fixed datglays, _it is indeed t_he optima_l value. We are interested in
rate the sensors can exploit the channel state informatR¥f@luating the scaling behavior of the throughput, so we
and perform power control to attain a constant rate, whizaluate the decoding probability as— co. To this end
the channel state is changing. In this section we W}y{e(hr)leedf t?h)f'ndlmnﬁoo A. Forh > hs, we can write
quantify the throughput when — oco. While the scaling ~ &~ < 5. - In Appendix | of [5] it is proved that for
behavior of the throughput has been addressed for diresll behaved densitie#’j f”h—(sh)dh — % asn —
transmission in [4], the question that arises is “Caso and hg increases. Therefore, we haliey,, .., A =
throughput increases be obtained by using cooperat% = slp’;:. Replacing the optimal transmission
compared to the direct transmission in this setting? robability, sinceh, — Fgl(PrS) — ho log(P%)’ for the

For the case of direct transmission each sensor pgerfse of Rayleigh fading, we deduce thatras— oo

forms channel inversion to maintain a constant bit-rate. . . Do
: gl — oo. Therefore, the decoding probability in the limit
Therefore, the expected throughput constraint can sgales as

written as [, Py fu(h)dh < Pp, where Py = %=, 7 1 A pany 1 e 1
and P, is the received constant power at the destinatiopi Place =  lim Z=—e "0t = e o = =Pr,
This translates to the requiremef} < W. (15)
he n'H
W I h k th h f . o

¢ now eva u_ate the network throug pu_t per Orr.nancl%erefore, the decoding probability £r scales as:.
under this setting and show that cooperation in this ca§e . n’o

. imilar to CAAC-CP, the number of successful decoding

deteriorates the performance.

.__.relays, K, is a binomial random variable. However, in
: The overall throughput for the two phase transmlssmgnis case the Chernoff bound is no longer tight since
is

E[M(Prs, Prrela n)] _ ’I’LPrdeC — 1.
1 The number of successful decoding relays is
§(nPrS(1 — Prs)nilR(Pr) + E@[RE’R((I))])a Pr(K _ C) _ n—1 (i)c(l - i)nflfc

c ne ne ’

whereEq (RER(®)) represents the cooperative through-

put for the fixed rate setting. During Phase A senr'sorHence’ for the fixed rate allocation setting, the pm#of

. e 1

sends its message towards the destination and perfoffi§reases rapidly. In fact, the expected valugos 7,

power control to maintain a constant bit ra$P,) as showing that on average less than 1 relay is successful in
'

a function of the required received power at the desfiecoding!. Therefore, the number of successful decoding

nation. In this phase the maximum possible transmittsgl2ys does not scale with the number of the sensors in
power is P, — p —. We can write the network and only the first few terms of(Rf = ¢)

o < T 7w
ia = Hug [, o fa(h)dh’ affect the cooperative phase throughput.
the corrgct decod_mg probability at sengorwhen only We now evZIuate thpe cooperatﬁlepphase throughput
sen;?rz Is_ii?ggéttl;;gr?; His > 7|NC(j)) = Eq[RER(®)] conditioned on the event thatrelays have
dec = J G = 1) = decoded the message of Phase A successfully. The
! Hi; > ) (14)  number of sensors that relay the message is a binomial
1] .

Pr(NC(j))Pr
(NC() (Hid ;O %fH(h)dh random variable?), with the distribution PiQ = q) =




( )Pﬁel( —Pr..;)“79. For g relays sending the messag@robability for the message sent to sengdrom sensor
to the destination the power of the received signal is i in Phase A can be written as

q q .
Prec—PrP Hq)H;j > v|H;q > Hpe)P(NC =
= Z.Prsl - ZPtQ s;d s;d>s (16) ¢ }Ozl; ) 7‘ d l> ( (J))
P+ L 1
where s is again a subset of relays with cardinality f(( Pr, HTd)Hij > Y Hia > hs) %
q, P.s, represents the power received from relay Pr(NC(4)).
at the destination anan is the total received power (18)

of the cooperative phase at the destination. The relayds # — oo, since Py — 0 and gomﬁ,g; hs =
Fi! (Prs) = oo, we have [* #>dh <

employ channel inversion to maintain a fixed bit ratdi®n—oo =
Therefore, the average power constraint for each reIM h— — 0. Since the channel between the
follows the same format as the power constraint for th;e)urce and the destinatiafd;; > hs, it tends toco. In
source in the d|rect transmission phase and we hasentrast, the source-relay chanig); is an unconditional

P, < f@@f V 1 < i < q. The overall random variable, and sincém, .. Fy/(h') = 1, it
received power durlng the cooperative phase is constrdﬁtt“m'ted W'th probablllty 1. Hence, we conclude that

dlstrlbuted antennas sendlng the same message we %rét)r?ab'“ty has the form

P
again express(-) as a function of the received power ~ lim Prye. = Pr( Hz] >v)PANC(j)).  (19)

atEtheRdF%stILnatlon and write its expected value as Interestingly, this expressmn is the same as the decoding
@ 1C (®)) probability for the case ofonstant power addressed in
— - qPy Section IlI-A. Along the same lines of reasoning, the
- ZPr(K - ZPr = )R f°° Lfa(g )d g)' decoding probability tends t(% in this case, and by
Iret 9 17) using the Chernoff bound we conclude that the number
. ] ] . of decoding relaydim,, ... K = [2].
Obtaining a closed form expression for.Rrin this We can use (8) by replacmg the constant power

case follows from setting the derivative of (17) equakym py the optimal allocation. Then the instantaneous
to zero and is intractable. Instead, we will evaluate ﬂ't%operanve throughput term is

throughput performance in our numerical results. Intu-

itively, since only very few sensors on average decodeR2'R(®) ZI (Grd > gretl Pi2(Gra)Gra)- (20)

the message correctly, cooperation does not increase k=1

the spatial diversity. The maximum decoding probabilitpince each relay employs water-filling independently
occurs when we have one successful relay and equéin the other relays, the power allocation for relay
Pr(K = 1) ~ 0.25, which represents the throughpuhas the same solution as water-filling for the source and

loss compared to a direct transmission. We next address foo falg) dg
n be written ays(Grq) = g et 8 L
the throughput performance under the optimal pow@f’l t2(Gkd " Gra®
allocation assumption. Therefore, conditioned on the event tft]atelays of the
subsets = {s1,...,s;} are currently transmitting, the
C. CAAC-OVR rate delivered obeys fola)
. . + &) G
Under this settlng we assumed_ that eacn _sen-R8VR(®):R( fgm ZG a—1. (1)
sor performs optimal power allocation to maximize Pl

the sum-rate, under the long term power constraint. Following the same lines as (9) and replacing the
To find the decoding probability in this case, Weggylt of (21) for the cooperative throughput expression,

first need to find the sensor transmission power g expected value of cooperative throughput can be
a function of its channel state. This issue is aqgritten as

dressed in [5] and the optimization problem, which has K /K ot [™ oo
a “Water-filling” [12] power allocation, is expressedEé(Rc R@) =) < l >(1 = Pht) / /
as math log(1 + P(hia)hia) [ (hia)dhia, subject to =1 ot o

JoS P(hia) frr(hia)dhia = Pr. We will onIy use the

00 fc(g l
solutlon of this problemP;; (hig) = (& — )1, where Py + f
tl( d) (Ap hia ) R ngd_l H fG gs dg&
=1

A = erf (h) . Then the successful decoding Prml
Py + [0 M= dh -

[ integrations




Using the same first order expansion that w
used in the proof of Appendix |, the integral par

can be approximated in the limit of large as
fOO fG(g)d
gs g g

PrlrelR(

lows along the lihes of Proposition 1, we omit it due ti
the space limit. /

By the assumption of a well behaved distribution fc & oo o b wnw o ek
the channel gain, we havm, .. [ fGT@dg < Bea S T——e—— S T——e——

[5]. Replacing this result in (22) and considering that
the performance of optimal power allocation is at Ieaﬁ . 2. Network throughput vs. source transmission probability for
as good as the constant power case, we have the sqg%esensors.

cooperative throughput as (10).

Hence, we conclude that the optimal power allocatic
results in the same scaling performance as that of t s
constant power allocation and does not give extra ber *° 4 E///E/B/ )
fits in the limit of large number of sensors. However, fc . ° /

lgret — 1). Since the proof fol-

(a) Analysis. (b) Simulation.

4

——&— CAAC-OVR
—+— CAAC-CP

smaller values of: the relaying threshold will decrease %2 _omeer : ’
and the optimal power allocation can help increase t = - R
throughput since the power is allocated optimally fc :s
the poor (small) channel states. The partial throughg .. — | .
increase of CAAC-OVR compared with CAAC-CP will Rely Transricsnprovaly

be validated in our simulation results. (a) Analysis. (b) Simulation.

—+— CAA (maximum)

0 0.0: 0.04 0.08 0.1
T

2 . 0.06
Relay Transmission Probability

Fig. 3. Network throughput vs. relaying probability for 100 sensors.
IV. NUMERICAL EXAMPLES AND SIMULATION

In this section numerical comparison between differe(ifii, smaller channel states to be allowed to transmit.

power settings of the decentralized cooperative schemgnce optimal power allocation can partially benefit
is presented. We also compare the results Witannel e sensors with poor channel conditions, improving
Aware Aloha without cooperation and a simploha-  iha gverall throughput compared to CP.

C cooperative scheme in which the sensors transmltFig_ 3 demonstrates the throughput vs. the relaying

independently from their channel state. probability, while the source transmission probability is
fixed and equal to its optimal value. It can be seen that

A. Smulation the optimal relaying probability follows the result of
We consider a network of 100 sensors with the powBfOPOSition 2. However, in this case as we move further
constraint?, = 1 for the transmission phase adl — from the optimal value, the throughput does not decrease

0.1 for the cooperation phase. The decoding thresholddgamatically. This can be explained by cooperation be-
set toy = 1, and the sensors are assumed to underff¢een the sensors. The higher the relaying probability
normalized Rayleigh fading during each time slot. IS the more coop(_eratlve sensors are probable to relay.
For different power settings of CAAC, Fig. 2 presenté\lthoug_h the mu_Itluser diversity effect as a rgsult of
the throughput performance for different source tran&1€ choice of optimal threshold decreases, having more
mission probabilities Ry while we have considered thePOtential relays to some extent compensates for this
relaying probability to be fixed and equal to its optimaihortage. In Fig. 3 (b) the partial increase in the the
value. As we have shown in Section Ill, the scalinffiroughput obtained in OVR scheme compared to CP
behavior of CP and OVR is the same, and we half the simulation results can again be seen. The slight
used the same analytical results in Fig. 2 (a). Fig. 2 (Bifference between the analysis and simulation results
presents the simulation results. These results are cl§&MS from our approximations in proving Propositions
to the analytical expressions. The partial throughpd&t@nd 2, which become precise as— oo.
increase of OVR compared to CP is due to the fact
that the number of sensors is limited for the simulation8: Comparison with CAA and Aloha-C
Therefore, in this case the transmission threshold, whichit is clear from Fig. 2 and 3 that the CAAC-CP
is of the order otog n is small. This results in the sensorand CAAC-OVR schemes outperform CAA due to the



spatial reuse gain obtained by cooperation. This is further
confirmed in Fig. 4(a), where we plot the throughput
vs. the number of sensors. Note, however, that CAAC-
FR results in deteriorated performance. This is due to
the lack of cooperation. As explained in Section III-B,
the decoding probability in this case decreases%eas
Therefore, the cooperative phase throughput is less than
CAA, and hence the overall throughput is below that of
CAA.

For further comparison, we also consider a naive
cooperative scheme with pure Aloha, termed Aloha-C,
in which the sensors do not base their transmission
probability on the state of the channel. Sensors transmit
their message with probabilit% during Phase A and
the successful decoding relays transmit with power
in Phase B. The cooperative phase throughput can be

i
o

Throughput
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probability

expressed aBc (®) = log,(1+ P2 Y1 Gra), whereK 0°

is the number of successful decoding relays in the coop-

erative phase. For this setting, the correct decoding prob- ]

ability is P(NC(]))Pr(Plﬂw > ’7) = %FJ;}(%) Using % 1000 50601) f312;00 2000 5000

Jensen’s inequality we hadgg[Rc(P)] = EghogQ(l + b)

P, K Gra)l < logy (14 PE[KE[Gral) = logy(1

PQEZ’:f(Zl k?])] _EO%( _+ n%,{l ]7 [ Kd]) 0g2( t; Fig. 4. a) Throughput vs. number of sensors. b) Relaying anatsour
2 [ ])’ where [ ] e H (E)'_ Sn — o0 M€ yansmission probabilities vs. the number of sensors.

overall throughput of this scheme is upper-bounded by

1 pnp—lia i . .

¢ (10g2(1+ P1) +logy(1+ P Fypr (). This bound Aloha with Cooperation scheme. We propose an an-

_has been %Ift.ted dl?) F'gAi(g)'C;he Zlgg:n:g\:gnct);[%oughpg ytical performance evaluation framework considering
Increase obtained by -~ an i can bIsayleigh fading and a collision-based reception model.

seen. We studied three power allocation schemes, Constant
Power, Fixed Rate, and Optimal Variable Rate, and
derived their asymptotic performance. Both analytical
and simulation results demonstrate the throughput im-

) : . . eE)rrovement obtained by CAAC in comparison with CAA
of sensors results in a higher level of diversity a

leads to further i inth work th hout. Th ithout cooperation, or cooperative relaying without
eads fo further increase in the network throughput. é%nsidering multiuser diversity. Furthermore, we show
increase is justified by (13), which predicts that th

th hout | LD\ Rinl for | | at CAAC with constant power allocation is asymptot-
ofrougFErL:hZfisrsea%(n J[;]E )it nggb?e norst?ggvivﬁwgfsthica"y optimal, which suggests a low complexity means

' . r achieving significant throughput increases even with
throughput of CAA scales a%R(nlogn). Fig. 4 (a) g Sig ganp

confirms the12i asymptotic performance gain of CAACSImIOIe Sensors.
over CAA.

The scaling behavior of the optimal transmission prob-
ability and optimal relaying probability is depicted in
Fig. 4 (b). The log-scale plot of the probabilities con-
firms that the optimal source transmission and relayin
probabilities are decreasing with a scaling behavio}ﬁ of n—soo
while we increase the number of sensors as explainedm1

Section Ill.
To evaluate an upper-bound on the integral in the
numerator at each step, we only consider integration
We have studied the decentralized union of coopver one of the variableg,.,;, and assume the other
erative relaying and multiuser diversity in the contextariables to be fixed. Sinc® is assumed to be a concave
of sensor networks, using the proposed Channel Awdtenction, using the first order expansion &(.), as

C. Scaling Behavior
Fig. 4 (a) further illustrate that increasing the numb

APPENDIX |
PrRoOOF oFPROPOSITIONI

It suffices to prove that
p, ! !

fgoyiz T fg(:l R( p]rll (2iz1 9s:a) [zt f(9si0)d9s.a
PrlrelR(%lgrel)

V. CONCLUSION
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a function of g5, and assumingz = 22:1 j4iYs;d  We have used the fact that for a channel with normalized

we have R(Z£- (G + gsq)) < R(E=(G + gra)) + RaVYlEIGH fadilng_% =e w, Gret = golog (). For
Pﬁil R/(Piil (G + gre1))(gs,d — gret)- Using an approach @y Pre = 7, if d <1, the first term is smaller than

which is similar to the one used in [5] for integratioihe value found by replacing the optimal, Br= £,

d .
with respect to each variable, we can write and also the rate term scales AEK “log(")), which
fgii,, R(Piiz (G + gs.a)) f(gs.a)dgs,a is smaller thanR(K log(7-)). Therefored cannot be

lim 5 < smaller than 1. Foe > 1, (If)ﬁ approaches 0, and
e Pr?:elR( 5 (G + Gret)) scales like—, while the rate ternfz(.) has increased

‘ fg"?l [R(Pfr"z’ (G + gret)) fc(9s.a)dgs,a by a multiplicative factord compared to the case where
lim === ~—F d = 1. Therefore, the maximum is attained for= 1. So
oo PrrelR( Pfriz (G + grel))

_ . far, we have derived the optimal probability which attains
Jgne =R (52 (G + gre1))(9s,a — Gre1) f(9s,a)dgs,a] - the maximum value for each term. Sind& K log(X))
PrrelR(p&<G 4 grat)) can be written as?(K) + R(log(%)), assuming thaf?

el has a logarithmic form, it is clear that the first term is

14 lim =R (5 (G + gret)) y dominant which is not dependent énTherefore, it can
N n—oo R(PPQ (G + gret)) be taken out of the summation and the choice of the
00 ! constant will not lead to a change in terms of the
(Jy2, 9s.dfc(9s.)dgs.a — GretPlret) scaling behavior.
Prrel .

We multiply the first term byG + g,; and divide the
second term by the same value.;Prtends to 0 as [1]
n increases as we show in Proposition 2. Therefore,
limy oo gret = F71(Pre) = oo. We can then use ,
the asymptotic elasticity property ot to deduce that

L (G+grel)R/( L2 (G+gTel))
lim,, o el el = 0. The second
R(52(GH4gret))
1 onetolo £
gsyafc(gs;a)dgs, :
term Lo O TN gre_ tands to 0, which can

(G"'gv‘el)FG(:gsid) - _grel,+G
be shown by using Hoptial's rule (both the numerat0|i4]

and denominator tend to 0) similar to [5]. Therefore,
when we perform the integration with respect to another
variableg, 4, we can use the denominator as an upper?!
bound for the numerator and take the integral with
respect tqy, 4. Using the same reasonigimes, and in  [6]
each step defining' as the sum of variables over which
the integration is not performed yet, the integral in the
numerator of equation can be shown to be upper-boundgg
by Pt R(g=lgre). It is clear that the denominator

is also a lower-bound for the numerator. Therefore, the
result holds.
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