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Abstract—We provide wireless network virtualization (WNV)
for multiple service providers (SPs) that are assumed to virtually
serve multi-antenna users via a base station (BS) with multiple
antennas. The virtualization of this multi-user multiple-input
multiple-output (MU-MIMO) system is managed by an infras-
tructure provider (InP) that owns the communication equipment.
By exploiting the antennas at both the BS and the user devices,
we jointly design the uplink receive beamforming at the BS and
the transmit beamforming at the user devices, achieving service
isolation at the physical layer. This WNV is formulated as a
non-convex optimization problem in the transmit and receive
beamforming vectors. We derive separately optimal closed-form
and semi-closed form solutions for the beamforming vectors, and
use these solutions in alternating iterations to solve the original
problem. Our simulation results show that the proposed solution
enables effective network virtualization, to support the indepen-
dent operation of multiple SPs, while retaining efficiency no less
than non-virtualized operation, and it substantially outperforms
traditional WNV based on strict resource separation.

I. INTRODUCTION

Wireless network virtualization (WNV) is an important
framework to enable the sharing of resources of a base station
(BS) among multiple service providers (SPs), which encourages
competition by reducing the market entry costs of new SPs. A
typical WNV system consists of the SPs and a separate entity
that is called the infrastructure provider (InP). The InP manages
the network’s physical resources and splits them into virtual
slices. These virtual slices are leased upon request to the SPs
that, in turn, utilize them to provide services to their subscribing
users. An SP demands services from the InP, on behalf of it
own users, without needing knowledge of the existence of any
other SPs. Although multiple SPs share the same infrastructure,
none of them is expected to consider inter-SP interference in
their design for the demands. Thus, it is the job of the InP to
provide service isolation, i.e., to satisfy the demand of each SP
without affecting the other SPs.

Although virtualization has been well studied for wired
networks [1], WNV is more complicated, with the need to
share both the hardware and the radio spectrum, and with
new challenges arising in guaranteeing service isolation under
wireless interference [2]. To achieve service isolation among
the SPs in a wireless network, most existing works propose
strict separation of the physical resources, an approach rooted
in the traditional solution for wired network virtualization. This
strict separation could be in the form of dividing the time,
frequency spectrum, resource blocks, or the number of antennas

among different SPs [3]–[8]. However, this strict separation
limits the design space of virtualization since it does not explore
the spatial dimension. It has been shown that strict separation
can lead to inefficient resource utilization and severe loss of
system throughput. Other works proposed non-strict resource
separation between SPs, where resources are shared among SPs,
and interference caused to each other needs to be considered
and managed. This interference was ignored in [9] and [10],
while power-domain non-orthogonal multiple access (NOMA)
was used in [11]–[13] to handle the interference between users.

Separating SPs in the downlink using multiple-input
multiple-output (MIMO) processing techniques while sharing
all physical resources of a BS was first proposed in [14].
Following this, transmit beamforming was utilized in [15] to
provide downlink service isolation among the different SPs by
minimizing the expected deviation between the InP’s supply
and the SPs’ demands. The uplink WNV problem was first
studied in [16] and [17] to achieve service isolation by minimiz-
ing the expected deviation. It was shown that the beamforming
solutions developed for downlink WNV in [14] and [15]
cannot be applied to the uplink. Furthermore, achieving service
isolation in the uplink requires managing the transmit powers of
users to effectively reduce interference among them. However,
these studies have assumed single-antenna user devices. Given
the current standards for next-generation communications, it
is expected that user devices will be equipped with multiple
antennas and will be able to leverage beamforming techniques
as well.

In this paper, we consider a more general uplink WNV
scenario where both the BS receiver and the user devices are
equipped with multiple antennas. We jointly design the uplink
receive beamforming for the BS and the transmit beamforming
for the user devices to maintain SPs service isolation through
an alternating-optimization approach. We propose a closed-
form solution to the former subproblem, and a semi-closed-
form solution to the latter. This enables the InP to effectively
deliver the desired data transmission demanded by the SPs
while minimizing the inter-SP interference, thereby providing
the required service isolation.

The rest of this paper is organized as follows. In Section II,
the WNV system model is presented, and the joint transmit-
receive beamforming optimization problem for uplink MU-
MIMO WNV is formulated. We then present our proposed



solution in Section III. The proposed solution is evaluated via
simulation and compared with other methods in Section IV.
Finally, Section V concludes the paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We study uplink communication in the WNV environment
with M SPs. We consider the case of one cell where all SPs
share a single BS that is equipped with Nr antennas. The BS
is governed by an InP that performs the virtualization of the
system, i.e., slicing the system into M virtual networks, each
for an SP. We assume that all other parts of the network,
including the core network and computational resources, are
already virtualized and can be utilized by the InP and the SPs.

Without loss of generality, we focus on a specific multiple-
access channel that is shared by all SPs. Suppose that SP m
serves Km users on this shared channel. Let K =

∑M
m=1 Km

be the total number of users. Each user device is equipped with
Nt transmit antennas. Each SP formulates its own demands to
be fulfilled by the InP, so that its subscribing users can achieve
specific performance goals, such as maximizing the sum-rate or
ensuring certain fairness. The SPs design their demands without
knowledge of each other, leading to interference between the
SPs. The InP holds the responsibility to fulfill the requested
demands of all SPs while managing the wireless interference
among them, thereby ensuring service isolation.

Specifically, without the knowledge of other SPs, each SP
m designs a set of transmit beamforming vectors fm,k ∈
CNt , ∀k ∈ {1, · · · ,Km} for its users to transmit data and
a set of receive beamforming vectors wm,k ∈ CNr , ∀k ∈
{1, · · · ,Km} for the InP to decode the data of its users. In
this work, we assume that each user is limited to transmit only
one data stream. Let xm = [xm,1, xm,2, · · · , xm,Km

]
T ∈ CKm

be the transmitted symbol vector of the users of SP m. Without
loss of generality, we set E

{
xm

}
= 0 and E

{
xH
mxm

}
= IKm

.
The desired received signal at the BS, from SP m’s perspective,
is

ŷdesired
m =

Km∑
k=1

Hm,kfm,kxm,k + n (1)

= HmFmxm + n, (2)

where Hm,k ∈ CNr×Nt is the MIMO channel matrix for user
k of SP m, Hm = [Hm,1,Hm,2, · · · ,Hm,Km

] ∈ CNr×KmNt

is the channel matrix from the users of SP m to the BS,
Fm = blkdiag {fm,1, fm,2, · · · , fm,Km} is the transmit beam-
forming matrix for all users with SP m, and n ∼ CN (0, σ2

nINr )
is the BS receiver’s additive white Gaussian noise. The transmit
power of each user is determined by ∥fm,k∥22. Then, by the
design of SP m, the desired post-processed received signal
vector of all users subscribed to SP m is given by

x̂desired
m = Wmŷdesired

m

= Wm(HmFmxm + n), (3)

where Wm = [wm,1,wm,2, · · · ,wm,Km
]
T ∈ CKm×Nr is the

receive beamforming matrix applied at the BS to decode the

messages of the users of SP m. The desired post-processed
received signal vector for users of all SPs can be written as

x̂desired =
[
x̂desiredT
1 , · · · , x̂desiredT

M

]T
= Dx+Wn, (4)

where x = [xT
1 ,x

T
2 , · · · ,xT

M ]T ∈ CK is the transmitted
symbol vector of all users, D is a block diagonal ma-
trix representing the virtualization demand given by D =
blkdiag {W1H1F1,W2H2F2, · · · ,WMHMFM}, and W =[
WT

1 ,W
T
2 , · · · ,WT

M

]T
contains a stack of the receive beam-

forming matrices designed by all SPs.
The desired received signal in (4), by the design of the

SPs, does not account for the interference among SPs. This
inter-SP interference is due to the users of all SPs sharing the
same time-frequency resources, while ignoring the existence
of one another. Therefore, this desired signal is unrealistic and
cannot be directly achieved. In WNV, the InP is responsible to
use its physical resources to closely approximate this desired
signal. Thus, the InP designs the actual transmit and receive
beamforming vectors to achieve its goal of satisfying the
demands while providing service isolation among different SPs.

The actual received signal vector of all users in the cell is
given by

ŷactual =

K∑
k=1

Hktkxk + n

= HTx+ n, (5)

where Hk ∈ CNr×Nt is the channel matrix for user k, H =
[H1,H2, · · · ,HM ] ∈ CNr×KNt is the channel matrix of all
users to the BS, tk is user k’s transmit beamforming vector,
and T = blkdiag {t1, t2, · · · , tK} is the transmit beamforming
matrix for all users. Then, the actual post-processed received
signal vector of all users is given by

x̂actual = Vŷactual = VHTx+Vn, (6)

where V ∈ CK×Nr is the receive beamforming matrix. Here,
both V and T are designed and implemented by the InP for
all users and all SPs. Note that the transmit power of user k,
i.e., ∥tk∥22, may not be the same as its demanded power ∥fk∥22.
This difference gives the InP additional degrees of freedom in
its design to achieve its goal.

As an inherent characteristic of WNV, the InP aims to meet
the demands requested by the different SPs, which may be
based on some prior agreements between the InP and the SPs.
The demands, as described in (4), are fully characterized by
the transmit and receive beamforming vectors, i.e., Wm and
Fm, ∀m. Note that the expression in (4) represents perfect
isolation among SPs without any interference. Thus, it is
logical for the InP to aim at making x̂actual as close to x̂desired

as possible. In this work, we consider the expected l2-norm
deviation between the virtual and actual received signals, which
is given by

f(V,{tk}Kk=1) = E
{∥∥x̂actual − x̂desired

∥∥2
2

}
, (7)



where the expectation is taken over x and n.
Thus, the InP need to solve the following optimization

problem:

min
V,{tk}

E
{∥∥x̂actual − x̂desired

∥∥2
2

}
(8a)

s.t. ∥tk∥22 ≤ pmax,∀k, (8b)

where pmax is the maximum transmit power at each device. As
seen above, the InP jointly optimizes the transmit and receive
beamforming vectors to minimize the expected deviation. We
remark that another practically meaningful variation of this
constraint is to prevent the InP from assigning powers that are
greater than the requested powers, given by ∥tk∥22 ≤ ∥fk∥22 ,∀k.
The solution presented in Section III can be easily modified to
accommodate this case.

III. PROPOSED SOLUTION FOR MU-MIMO WNV

The first step into tackling problem (8) is to simplify the
deviation expression in the objective. We have

f(V, {tk}) = E
{∥∥∥(VHT−D)x+ (V −W)n

∥∥∥2
2

}
= ∥VHT−D∥2F + σ2

n ∥V −W∥2F , (9)

where the second equation is obtained using the properties
∥x∥22 = xHx = tr

(
xHx

)
, ∥A∥2F = tr

(
AAH

)
, and

E{tr (·)} = tr (E{·}). With this, problem (8) can be written
as

min
V,{tk}

∥VHT−D∥2F + σ2
n ∥V −W∥2F (10a)

s.t. ∥tk∥22 ≤ pmax,∀k. (10b)

This is a non-convex joint optimization problem with respect
to (w.r.t.) V, and {tk}, which cannot be solved via regular
convex optimization techniques. Nonetheless, the problem is bi-
convex w.r.t. V, and {tk}. Therefore, we can adopt alternating
optimization to find a partial optimum.

In particular, our approach to solving problem (10) is by
decoupling the two optimization variables, i.e., we decompose
the joint problem into a receive beamforming subproblem
to optimize V and a transmit beamforming subproblem to
optimize tk,∀k. In the following subsections, we provide a
solution to each of them. Then, we use an alternating opti-
mization approach to find a partial optimum of the original
joint optimization problem.

A. Receive Beamforming Design

Here, we treat {tk} in problem (10) as constants and find
the optimal receive beamforming matrix V⋆ by solving

min
V

∥VHT−D∥2F + σ2
n ∥V −W∥2F . (11)

This is an unconstrained convex optimization problem with a
single minimum, for which we can derive its optimal solution
analytically as shown below.

We start by writing the expression in (9) in the form of traces
as

f(V,{tk}) = tr
(
VHTTHHHVH

)
− tr

(
DTHHHVH

)
− tr

(
VHTDH

)
+ tr

(
DDH

)
+ σ2

n tr
(
VVH

)
− σ2

n tr
(
WVH

)
− σ2

n tr
(
VWH

)
+ σ2

n tr
(
WWH

)
.

Let V† be the complex conjugate of V. Differentiating
f(V, {tk}) with respect to V† gives

∂f(V, {tk})
∂V† = VHTTHHH −DTHHH + σ2

nV − σ2
nW.

Since
(
HTTHHH + σ2

nI
)

is positive definite, we solve
∂f(V,{tk})

∂V† = 0 and obtain the following closed-form expres-
sion for V⋆:

V⋆ =
(
DTHHH + σ2

nW
) (

HTTHHH + σ2
nI
)−1

. (12)

B. Transmit Beamforming Design

Given V in problem (10), we now find the optimal transmit
beamforming vectors t⋆k,∀k. This subproblem is given by

min
{tk}

∥VHT−D∥2F + σ2
n ∥V −W∥2F (13a)

s.t. ∥tk∥22 ≤ pmax,∀k. (13b)

This is a constrained convex optimization problem. Strong
duality holds for this subproblem since Slater’s condition is
trivially satisfied, e.g. with tk = 0. Thus, we solve this problem
by the KKT conditions. The Lagrangian of this problem is

L({tk},λ) = ∥VHT−D∥2F + σ2
n ∥V −W∥2F

+

K∑
k=1

λk(∥tk∥22 − pmax)

=

K∑
k=1

tr
(
tHk HH

k VHVHktk

)
− tr

(
tHk HH

k VHdk

)
− tr

(
dH
k VHktk

)
+ λk(∥tk∥22 − pmax) + C, (14)

where dj is the jth column of D, C =
∑K

j=1 d
H
j dj +

σ2
n ∥V −W∥2F is the sum of the terms that are independent

of tk, and λ = [λ1, λ2, · · · , λK ]T is the vector of Lagrange
multipliers associated with the constraints in (13b). Let t⋆k and
λ⋆
k be the optimal transmit beamforming vector and Lagrange

multiplier for user k. Differentiating L({t⋆k},λ
⋆) w.r.t. every

t⋆†k and setting it to zero gives the following stationarity
condition for t⋆k:(

HH
k VHVHk + λ⋆

kI
)
t⋆k = HH

k VHdk ∀k. (15)

The other KKT conditions for ({t⋆k},λ
⋆) to be a globally

optimal solution of problem (13) are

∥t⋆k∥
2
2 ≤ pmax, ∀k, (16)

λ⋆
k ≥ 0, ∀k, (17)

λ⋆
k(∥t⋆k∥

2
2 − pmax) = 0, ∀k, (18)



where (16) and (17) are, respectively, the conditions for primal
and dual feasibility, and (18) represents the complementary
slackness conditions.

Since strong duality holds, solving the KKT conditions yields
the optimal solution to problem (13). Below, we discuss the
solution in two cases of the value of λ⋆

k that satisfy the KKT
conditions.

1) λ⋆
k = 0: This case means that at optimality, the user

k may not use the full transmit power pmax. From (15),
HH

k VHVHkt
⋆
k = HH

k VHdk. Since HH
k VHVHk can be

rank deficient, t⋆k is given by

t⋆k =
(
HH

k VHVHk

)‡
HH

k VHdk, ∀k, (19)

where (·)‡ is the Moore–Penrose pseudo inverse of a matrix.
Calculating this inverse requires computing eigenvalue de-
composition, and inverting the non-zero eigenvalues. In the
following special cases, the solution in (19) can be written
in simplified forms:

a) Nt ≤ min(Nr,K): In this case, HH
k VHVHk is full-

rank, then t⋆k can be written as

t⋆k =
(
HH

k VHVHk

)−1
HH

k VHdk, ∀k. (20)

b) K ≤ min(Nr, Nt): Here, HH
k VHVHk is rank deficient,

and (19) can be written as

t⋆k = HH
k VH

(
VHkH

H
k VH

)−1
dk, ∀k. (21)

2) λ⋆
k > 0: From (15), since

(
HH

k VHVHk + λkI
)

is positive
definite, the optimal t⋆k is

t⋆k =
(
HH

k VHVHk + λ⋆
kI
)−1

VHHH
k dk. (22)

To find λ⋆
k in this case, we first note from (18) that at the

optimality, the power constraint must hold with equality, i.e.,
∥t⋆k∥

2
2 = pmax. Then, we have the following propositions

on the properties of λ⋆
k. We omit the proofs due to space

limitation.
Proposition 1. The power constraint function ∥t⋆k∥

2
2− pmax

is a monotonically decreasing function of λk.
Proposition 2. If λ⋆

k > 0, then it lies in the interval
(0, 4

√
Nt ∥VHk∥F ∥Wmk

Hk∥F ].
Using the above properties, we can find λ⋆

k efficiently using
bisection search for the ∥t⋆k∥

2
2 to be equal to pmax within

the interval in Proposition 2.

C. Solution to the Joint Optimization Problem

We have optimally solved problem (11) and problem (13),
yielding closed-form and semi-closed form solutions in (12)
and (19)-(22), respectively. We employ alternating optimiza-
tion to find a solution to problem (10). Since we have two
convex subproblems, this alternating optimization approach is
guaranteed to converge to a partial optimal solution of the joint
optimization in (10).

IV. SIMULATION RESULTS

We conduct simulation to study the performance of the
proposed WNV method. We consider a cell coverage area
of radius 500 m with a BS at the center. Unless otherwise
specified, we set the number of SPs to M = 4 as default.
Each SP m has Km = K

M users. We model the channel from
user k to each BS as a Rayleigh fading channel given by
Hk = β

1/2
k Gk. Here, βk is the large-scale fading coefficient

that captures both pathloss and shadowing and is given as
10 log10 βk = −31.54 − 33 log10 (dk) + Zk, where dk is the
distance from user k to the BS, and Zk ∼ CN (0, σ2

z) is the
shadowing variable with σz = 8 dB. Matrix Gk ∈ CNr×Nt

is a Gaussian random matrix of zero mean and unit variance
representing the small-scale fading. The users utilize a band-
width of B = 1 MHz for transmission with a power budget of
pmax = 27 dBm for each user. The noise power spectral density
is N0 = −174 dBm/Hz, and we set the noise figure to NF = 2
dB.

As an example of the virtualization requirements, we
assume that the SPs set their demands with zero-forcing
(ZF) receive beamforming and eigen-beamforming for their
users’ transmit beamforming vectors. That is, SP m’s de-
mand is given by the receive beamforming matrix Wm =
(FH

mHH
mHmFm)−1FH

mHH
m and the transmit beamforming vec-

tor fm,k being a scaled version of the right singular vec-
tor that corresponds to the largest singular value of Hk,
such that ∥fm,k∥22 = pmax. With this demand, a main
performance metric is the average per-user rate normal-
ized by the system bandwidth, which is given by R =
1
B

1
K

∑K
k=1 Bk log2 (1 + SINRk), where Bk is the bandwidth

for user k, and SINRk =
|vT

k Hktk|2∑
j∈Bk

|vT
k Hjtj|2+σ2

n∥vk∥2
2

, where vk

is the receive beamforming vector for user k, and Bk denotes
the set of users that share the same frequency resource with user
k. We initialize {tk}(0) with the eigen-beamforming vectors.

We compare the performance of our WNV approach with
two other methods. 1) Non-virtualized: A fully non-virtualized
approach, where the InP uses full channel bandwidth to simulta-
neously serve all users with ZF receive beamforming and eigen-
beamforming for user transmit beamforming. 2) FD-WNV: An
alternative WNV method, where service isolation is performed
by allocating different frequency bands to different SPs and
dividing the bandwidth B equally among them. In FD-WNV,
each SP uses ZF beamforming for the receiver and eigen-
beamforming for the transmitters. In the following results, our
WNV method is referred to as “Proposed”.

Fig. 1 presents the normalized deviation between the InP’s
supply and the SPs’ demands by the proposed method, defined
as E{

∥∥x̂actual − x̂desired
∥∥2
2
}
/
E{

∥∥x̂desired
∥∥2
2
}. This figure gives an

indication on how well the proposed approach fulfills its main
goal, i.e., service isolation. We observe that with a practical
number of antennas at the transmitters and the receiver, the
proposed method can keep the deviation small. Recall that
the SPs’ demands correspond to an idealized setting where
there is no inter-SP interference, as if each SP owned a
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Fig. 1. Normalized deviation for various numbers of users and antennas.
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Fig. 2. Average per-user rate vs. K and Nt.

separate copy of the network infrastructure. This suggests that,
through proper transmit and receive beamforming design, there
is an opportunity to substantially increase system efficiency
by keeping the deviation from the SPs’ demands small, i.e.,
implicitly managing inter-SP interference. This observation is
further confirmed in terms of the average per-user rate in the
results below.

Fig. 2 shows the average per-user rate of all three approaches
versus the number of users K for various numbers of transmit
antennas Nt and Nr = 64. As expected, we see a mono-
tonically decreasing per-user rate in all systems. This figure
shows a clear gap between the performance of FD-WNV and
our proposed approach. Although the bandwidth separation
in FD-WNV guarantees no inter-SP interference, the smaller
bandwidth allocated to each SP causes a significant drop in
the users’ rates. Furthermore, the proposed method outperforms
even the non-virtualized method over a wide range of K values.
This is clear in Fig. 2 when K ∈ [40, 64]. Note that, unlike the
non-virtualized method, our method performs virtualization.

V. CONCLUSIONS

This paper addresses the virtualization of multiple SPs at
the physical layer of an uplink wireless network by utilizing
the spatial dimensions offered by multiple antennas at both the
BS and the user devices. We have formulated a joint optimiza-

tion problem of user transmit beamforming and BS receive
beamforming to minimize the expected deviation between the
virtual demand and the actual supply. We have employed an
alternating optimization approach for the joint optimization and
have developed closed-form and semi-closed-form solutions for
the transmit and receive beamforming optimization subprob-
lems. In our examples with 4 SPs and typical configurations
of antennas and users, the proposed virtualization method
achieves user data rates that are 3 to 4 times higher than
those of traditional virtualization approaches that rely on strict
resource separation among SPs. Furthermore, the proposed
method achieves data rates that are comparable to or higher
than conventional transmit-receive beamforming methods in the
non-virtualized system.
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