Periodic Updates for Constrained OCO with Application to
Large-Scale Multi-Antenna Systems

Juncheng Wang, Student Member, IEEE, Min Dong, Senior Member, IEEE,
Ben Liang, Fellow, IEEE, and Gary Boudreau, Senior Member, IEEE

Abstract—In many dynamic systems, decisions on system operation are updated over time, and the decision maker requires an online
learning approach to optimize its strategy in response to the changing environment. When the loss and constraint functions are convex,
this belongs to the general family of online convex optimization (OCO). In existing OCO works, the environment is assumed to vary in a
time-slotted fashion, while the decisions are updated at each time slot. However, many wireless communication systems permit only
periodic decision updates, i.e., each decision is fixed over multiple time slots, while the environment changes between the decision
epochs. The standard OCO model is inadequate for these systems. Therefore, in this work, we consider periodic decision updates for
OCO. We aim to minimize the accumulation of time-varying convex loss functions, subject to both short-term and long-term constraints.
Feedback information about the loss functions within the current update period may be delayed and incomplete. We propose an
efficient algorithm, termed Periodic Queueing and Gradient Aggregation (PQGA), which employs novel periodic queues together with
possibly multi-step aggregated gradient descent to update the decisions over time. We derive upper bounds on the dynamic regret,
static regret, and constraint violation of PQGA. As an example application, we study the performance of PQGA for network
virtualization in a large-scale multi-antenna system shared by multiple wireless service providers. Simulation results show that PQGA
converges fast and substantially outperforms the current best alternative.

Index Terms—Online convex optimization, long-term constraint, periodic updates, massive MIMO, wireless network virtualization.
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INTRODUCTION

N many signal processing, resource allocation, and ma-
Ichine learning problems, system parameters and loss
functions vary over time under dynamic environments. On-
line learning has emerged as a promising solution to these
problems in the presence of uncertainty, where an online de-
cision strategy iteratively adapts to system variations based
on historical information [2]. Online convex optimization
(OCO) is a subclass of online learning, where the loss and
constraint functions are convex with respect to (w.r.t.) the
decision [3]. OCO can be seen as a sequential decision-
making process between a decision maker and the system.
Under the standard OCO setting, at the beginning of each
time slot, the decision maker selects a decision from a con-
vex feasible set. Only at the end of each time slot, the system
reveals information about the current convex loss function
to the decision maker. The goal of the decision maker is to
minimize the cumulative loss. Such an OCO framework has
many applications, e.g., wireless transmit covariance matrix
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design [4], dynamic network resource allocation [5], and
smart grids with renewable energy supply [6].

In OCO, due to the lack of in-time information about
the current convex loss function, the decision maker cannot
select an optimal decision at each time slot. Instead, the
decision maker aims at minimizing the regret [7], i.e., the
performance gap between the online decision sequence and
some performance benchmark. Most of the early OCO al-
gorithms were evaluated in terms of the static regret, which
compares the online decision sequence with a static offline
benchmark that has apriori information of all the convex
loss functions. However, when the environment changes
drastically, the static offline benchmark itself may perform
poorly. In this case, the static regret may not be a meaningful
performance measurement anymore. A more useful dynamic
regret measures the performance gap between the online
decision sequence and a time-varying sequence of per-time-
slot optimizers given knowledge of the current convex loss
function. The dynamic regret has been recognized as a more
attractive but harder-to-track performance measurement for
OCO.

In many practical systems, the decision maker often
collects the system parameters and makes decisions in a
periodic manner, e.g., to limit the computation and commu-
nication overhead. One application of interest is precoding
design in massive multiple-input multiple-output (MIMO)
systems, where the precoder is updated based on delayed
channel state information (CSI) feedback and is fixed for a
period, i.e., one or multiple resource block durations, while
the underlying channel may fluctuate fast over time. The
resource block duration is fixed in Long-Term Evolution
(LTE) and is allowed to change over time for a more flexible
network operation in 5G New Radio (NR) [8]. In mobile



edge computing [9], due to the offloading and scheduling
latency, the cloud server may periodically collect the of-
floading tasks from the remote devices and design a fixed
computing resource allocation strategy for a certain time
period.

However, to the best of our knowledge, all existing
works on OCO require both the decision and feedback
information are updated at each time slot. Motivated by
this discrepancy, in this work, we consider a new con-
strained OCO problem with periodic updates, where the deci-
sion maker periodically collects information feedbacks and
makes online decisions to minimize the accumulated loss.
The duration of update period can be multiple time slots
and can vary over time. In the presence of periodic updates,
no other known work provides regret bound analysis for
OCO.

Furthermore, we consider both short-term and long-
term constraints, which are important in many practical
optimization problems. For example, in communication sys-
tems, the short-term constraint can represent the maximum
transmit power, while the long-term power constraint can
be seen as a limit on energy usage. An effective constrained
OCO algorithm should also bound the constraint violation,
which is the accumulated violation on the long-term con-
straints. The need to provide the constraint violation bound
further adds to the challenges of regret bound analysis.

The main contributions of this paper are as follows:

o We formulate a new constrained OCO problem with
periodic updates. Each update period may last for
multiple time slots and may vary over time. At
the beginning of each update period, the decision
maker selects a decision, fixed for the period, to
minimize the accumulated loss subject to both short-
term and long-term constraints. The feedback infor-
mation about the loss functions can be delayed for
multiple time slots and partly missing. As explained
above, this constrained OCO framework with pe-
riodic updates has broad applications in practical
communication and computation systems.

e We propose an efficient algorithm, termed Periodic
Queueing and Gradient Aggregation (PQGA) for the
formulated constrained OCO problem. In PQGA, we
propose a novel construction of periodic queues, which
converts the accumulated constraint violation in an
update period into queue dynamics. Furthermore,
PQGA collects and aggregates the delayed gradient
feedbacks in each update period to minimize the
accumulated loss. The periodic queues, together with
gradient aggregation, improve the efficacy of peri-
odic decision updates and facilitate the performance
bounding of PQGA.

o We analyze the performance of PQGA and study the
impact of the periodic queues and gradient aggrega-
tion. We prove that PQGA yields O(max{T" %", T°})
dynamic regret, O(max{T'z,T°}) static regret, and
O(T'2) constraint violation, where T is the time hori-
zon, v represents the growth rate of the accumulated
variation of the per-time-slot optimizer, and § mea-
sures the level of variation of the update period. We
further show that, when the number of gradient de-

2

scent steps within each update period is sufficiently
large, PQGA provides improved O(max{T",T°})
dynamic regret and O(1) constraint violation. For the
special case of per-time-slot updates, PQGA achieves
O(T") dynamic regret and O(1) constraint violation
bound.

e As an application, we use PQGA to solve an online
precoding design problem in massive MIMO systems
with multiple wireless service providers, where all
the antennas and wireless spectrum resources are
simultaneously shared by the service providers. In
this case, we show that PQGA only involves low-
complexity closed-form computation. Simulation re-
sults show that PQGA converges fast and substan-
tially outperforms the current best alternative.

Organizations: The rest of this paper is organized as
follows. In Section 2, we present the related work. Section 3
describes the mathematical model, problem formulation,
and performance measurement for constrained OCO with
periodic updates. We present PQGA, derive its performance
bounds, and discuss its performance merits in Section 4. The
application of PQGA to large-scale multi-antenna systems
with multiple wireless service providers is presented in
Section 5. Simulation results are provided in Section 6,
followed by concluding remarks in Section 7.

Notations: The transpose, Hermitian transpose, complex
conjugate, trace, Euclidean norm, Frobenius norm, L.
norm, and L; norm of a matrix A are denoted by AT,
AT, A* tr{A}, |A]l, |Allr, |A]ls, and ||A||1, respectively.
The notation blkdiag{A, ..., A, } denotes a block diagonal
matrix with diagonal elements being matrices Aq,..., A,
E{-} denotes expectation, R{-} denotes the real part of
the enclosed parameter, I denotes an identity matrix, and
g ~ CN(0,0%I) means that g is a circular complex Gaussian
random vector with mean 0 and variance o*1.

2 RELATED WORK

In this section, we survey existing works on online learning
and online optimization. The differences between the exist-
ing literature and our work are summarized in Table 1.

2.1 Online Learning and OCO

Online learning is a method of machine learning, where a
learner attempts to tackle some decision-making task by
learning from a sequence of data instances. As an impor-
tant subclass of online learning, OCO has been applied in
various areas such as wireless communications [4], cloud
networks [5], and smart grids [6]. In the seminal work of
OCO [7], a simple projected gradient descent algorithm
achieved O(T'z) static regret [7]. The static regret was
further improved to O(log T') for strongly convex loss func-
tions [10]. Moreover, [11] and [12] examined the static regret
for OCO where information feedbacks of the loss functions
are delayed for multiple time slots.

The analysis of static regret was extended to that of
the more attractive dynamic regret in [7], [13], [14] for
general convex loss functions. Moreover, strong convexity
was shown to improve the dynamic regret bound in [15].
By increasing the number of gradient descent steps, the



dynamic regret bound was further improved in [16]. Fur-
thermore, [17] studied the impact of inexact gradient on the
dynamic regret bound.

2.2 0OCO with Long-Term Constraints

The above OCO works [7], [10]-[17] focused on online prob-
lems with short-term constraints represented by a feasible
set that must be strictly satisfied. However, long-term con-
straints arise in many practical applications such as energy
control in wireless communications, queueing stability in
cloud networks, and power balancing in smart grids. Ex-
isting algorithms for OCO with long-term constraints can
be categorized into saddle-point-typed algorithms [18]-[21]
and virtual-queue-based algorithms [22]-[25].

A saddle-point-typed algorithm was first proposed in
[18] and achieved O(T'2) static regret and O ('3 ) constraint
violation. A follow-up work [19] provided O(T™ax{1-#})
static regret and O(T"~ %) constraint violation, where ;1 €
(0,1) is some trade-off parameter. This recovers the per-
formance bounds in [18] as a special case. In the presence
of multi-slot delay, [20] achieved O(T' z) static regret and
O(T?%) constraint violation. The saddle-point-typed algo-
rithm was further modified in [21] with dynamic regret
analysis.

As an alternative to saddle-point-typed algorithms, vir-
tual queues can be used to represent the backlog of con-
straint violation, which facilitates performance bounding
through the analysis of a drift-plus-penalty (DPP) like ex-
pression. A virtual-queue-based algorithm was first pro-
posed in [22] and established O(T'2) static regret and O(1)
constraint violation for OCO with fixed long-term con-
straints. For stochastic constraints that are independent and
identically distributed (i.i.d.), another virtual-queue-based
algorithm in [23] achieved O(T'z) static regret and O(T'z)
constraint violation simultaneously. In [24], the virtual-
queue-based algorithm was further extended to provide a
dynamic regret bound. The impact of multi-slot feedback
delay on constrained OCO was considered in [25] with both
dynamic and static regret analyses.

However, all of the above works on constrained OCO
[18]-[25] are under the standard per-time-slot update set-
ting. No other known work considers periodic updates for
OCO. Furthermore, these works only performs single-step
gradient descent at each time slot, which does not take
full advantage of the potential computational capacity to
improve the system performance. In this paper, we propose
PQGA, which uses novel periodic queues with possibly
multi-step aggregated gradient descent to update the online
decision. We believe this is the first of its kind.

A part of this work has appeared as a short paper that
focuses only on the application of constrained OCO with
period updates to large-scale multi-antenna systems [1].
In the current manuscript, we have substantially extended
our prior work, generalizing the PQGA algorithm, enabling
multi-step gradient descent, deriving new regret and con-
straint violation bounds over time-varying update periods,
and providing other new derivation, proofs, and simulation
results.

2.3 Other Online Approaches

The general Lyapunov optimization technique has been
applied to develop online schemes for various applications
such as resource allocation [26], mobile computing [27], and
smart grid [28]. Note that PQGA is substantially different
from the conventional DPP algorithm for Lyapunov opti-
mization [29] in both the decision update and the virtual
queue update. Lyapunov optimization makes use of the
system state and queueing information to implicitly learn
and adapt to system variation with unknown statistics.
The standard Lyapunov optimization framework is limited
to per-time-slot updates [29]. It has been extended to ac-
commodate variable renewal frames in [30]. However, this
approach requires the system states to be i.i.d. or Markovian,
while the OCO framework does not have such restriction.
Furthermore, [30] assumes the system state to be fixed
within each renewal frame, while we allow the loss function
to change at each time slot within an update period.

Furthermore, the standard Lyapunov optimization relies
on the current accurate system state for decision updates
[29]. When the system state feedback is delayed, one can
apply Lyapunov optimization by using the historical in-
formation to predict the current system state with some
error [31]. However, this way of dealing with feedback
delay is equivalent to extending Lyapunov optimization to
inaccurate system states [32], [33]. In this case, the optimality
gap would be O(0T), where ¢ is some inaccuracy measure.

The multi-armed bandit (MAB) approach [34] and the
partially observed Markov decision process (POMDP) [35]
have also been used in various works for online deci-
sion making [36]-[38]. Our OCO approach is substantially
different from these approaches in a few aspects. First,
the OCO approach does not require any assumption on
the distribution of the system information. In contrast, the
MAB approach generally requires the system distribution
to be fixed, and the POMDP approach generally assumes
the system states evolve as a Markov process. Also, our
OCO approach can deal with both long-term and short-
term constraints, while the MAB and POMDP approaches
generally cannot handle long-term constraints. Finally, OCO
algorithms generally perform gradient descent to minimize
the loss function, since the gradient of loss function is
often easy to compute. In contrast, the MAB and POMDP
approaches minimize the loss function directly, which can
be of high computational complexity if the loss function is
complicated.

3 CONSTRAINED OCO wiTH PERIODIC UPDATES

In this section, we first detail the mathematical model of
constrained OCO with periodic updates. Then, we present
the performance metrics, including the static regret, dy-
namic regret, and constraint violation, for performance mea-
surement.

3.1 OCO Problem Formulation

We consider a time-slotted system with time indexed by .
Let fi(x) : R — R be a general loss function at time
slot t € T = {0,...,T — 1}, where T is the total time
slots considered for the problem. The loss function f;(x)



TABLE 1
Summary of Related Works

[ Reference | Type of benchmark [ Long-term constraint | Periodic updates |

7] Static and dynamic No No

[10]-[12] Static No No

[13]-[17] Dynamic No No

[18]-120], 22, 23] Static Yes No

[21], [24] Dynamic Yes No

[25] Static and dynamic Yes No

PQGA Static and dynamic Yes Yes
/7%\7@ — in update period i, denoted by V f;+(-), is sent. The decision
I T A *o II/I\ITHI | maker receives V f.«(-) after some delay that can last for
to =01 2 T, T, =7 ¢ multiple time slots. Any feedback received after the next
5 T decision x;4; will be dropped. Due to random delays, the

Fig. 1. A timeline illustrating OCO with periodic updates.

is convex and may change arbitrarily over time. The exact
expression of the loss function depends on the specific ap-
plications under consideration. Let x; € R™ be the decision
vector at time slot ¢. The goal of the decision maker is
to provide online decisions x; under the given constraints
on {x:,t € T} and available feedback to minimize the
accumulated loss D, o7 fi(x¢).

In standard OCO, it is assumed that the decision maker
can update x; at any ¢ € 7, and information feedback is
received at each t. However, as explained in Section 1, these
two assumptions are often not possible to satisfy in many
practical systems. Therefore, in this paper, we consider the
more realistic scenario where the decision maker can only
update decisions once in several time slots, or in other
words, periodically. Furthermore, we assume information
feedback may be delayed and incomplete. Following these,
we consider periodic decision updates for OCO. Specifically,
based on delayed and possibly incomplete information feed-
back, the decision maker selects a decision in each update
period, which remains fixed until the next update, to mini-
mize the accumulated loss while satisfying the constraints.

Suppose the time horizon of 1" time slots is segmented
into I update periods, as shown in Fig. 1. Each update
period i € Z = {0,...,I — 1} has a duration of T; €
{1,..., Tmax} time slots with Ti,ax being the maximum dura-
tion of an update period. We have T" = ), _; T;. The update
period is known at the decision maker. Let ¢; represent the
beginning time slot of update period . The decision vector is
updated at the beginning of time slot ¢;. For ease of exposi-
tion, we slightly abuse the notation and use x; to denote this
decision vector. It remains unchanged within update period
i,ie,xy =x;forany t € T, = {t;,t; + 1,...,t; + T; — 1},
1t € ZI. Under this new per-period update setting, the
accumulated loss becomes Y ;7 >, fi(X:).

Let Vfi(-), t € T;, be the possible gradient informa-
tion within update period i.! We assume that there are
S; € {1,...,T;} gradient feedbacks received by the decision
maker within update period i. Let 77, s € S; = {1,..., 5},
represent the time slot at which the s-th gradient feedback

1. Gradient feedbacks are common in the OCO literature, since OCO
algorithms are usually based on gradient descent. In practice, gradient
feedbacks can be obtained in various methods depending on the ap-
plication. For our application to massive MIMO systems with multiple
service providers, we use the CSI feedbacks to obtain the gradients.

gradient feedbacks may be received out of order.

Let Xy € R™ be a compact convex set that represents
the short-term constraints for any x;, t € 7. Besides Aj,
we also consider long-term constraints on {x;}, which arise
in many practical applications as discussed in Section 1.
Let g(x) = [¢'(x),...,9¢(x)]T : R* — R be a vector
of C constraint functions. Then, the decision sequence is
subject to long-term constraints given in a vector form
> ie7 8(x¢) = 0. Under periodic decision updates {x;}, the
long-term constraints are equivalent to ), T3g(x;) < 0.

Thus, the goal of constrained OCO with periodic up-
dates is to select a sequence of decisions {x;}, to minimize
the accumulated loss functions while meeting both short-
term and long-term constraints. This leads to the following
optimization problem:

P1: min Z Z fe(xi)
bay iz ieT,
st. » Tig(xi) 20, 1)
i€l
X; € Xo, Viel. (2)

Different from existing works on OCO with only short-
term constraints [7], [10]-[17], the additional long-term con-
straints in (1) of P1 lead to a more complicated online opti-
mization problem. The periodic decision updates add more
complication to the problem as the underlying system varies
over time while the online decision is fixed for a period.
Note that in the special case when update period T; = 1
for any ¢ € Z, P1 reduces to the standard constrained OCO
problem with per-time-slot updates as in [18], [19], [22].

3.2 Performance Metric

Due to the lack of in-time feedback of the current loss
functions under the OCO setting, an optimal solution to P1
cannot be obtained.> We consider the performance measure-
ments typically adopted in the literature for developing the
solution for constrained OCO, namely static and dynamic
regrets, with a slight modification tailored to periodic up-
dates.

We aim at designing a decision sequence {x;} over up-
date periods, such that the accumulated loss in the objective
of P1 is competitive with some benchmark under the same

2. In fact, even for the simplest original OCO problem [7] (i.e., under
the per-time-slot update setting without long-term constraints (1)), an
optimal solution cannot be found [10].



TABLE 2
Summary of Key Notations

Notation | Description

T Set of time slots

7 Set of update periods

7; Set of time slots in update period 4

Si Set of feedbacks in update period 4

T Total number of time slots

I Total number of update periods

J Total number of gradient descent steps

T; Duration of update period i

Tmax Maximum duration of an update period.

t; Beginning time slot of update period 4

S Number of feedbacks in update period

T Time slot of the s-th feedback in update period i
fe(x) Loss function at time slot ¢

Vf:s(-) | The s-th gradient feedback in update period

Xo Set that represents the short-term constraints

g(x) Vector of C' long-term constraint functions
g9°(x) The c-th long-term constraint function
X Decision vector in update period ¢
%] Decision after j-step gradient descent in period ¢
x* Static benchmark
{x7 Dynamic benchmark
{x; Dynamic benchmark subject to Ay only
RE(T) Static regret over T time slots
RE4(T) Dynamic regret over 7" time slots
VO°(T) | Violation of the c-th constraint over 7' time slots
Q; Virtual queue vector in update period ¢
¢ The c-th virtual queue in update period 4
L; Quadratic Lyapunov function in update period i
Ay Lyapunov drift in update period 4
a,n,y PQGA algorithm parameters
0 Strongly convex constant of f:(x)
L Smoothness constant of f:(x)
D Bound on the gradient V f; (x)
Jé; Lipschitz continuous constant of g(x)
G Bound on g(x)
€ Bound on the interior point of g(x)
R Bound on the radius of X
P Gradient descent contraction constant
IIxo Accumulated variation of {x;}
It Accumulated variation of {7;}
Iy Accumulate squared norm of gradient
11, Accumulated distance between {x; } and {x; }
v Time variation measure of Il o
0 Time variation measure of Il

set of gradient feedbacks. Thus, for the static regret, we
consider the following static offline benchmark, which is
generalized from the per-time-slot one used in [18]-[20], [22],
[23] to accommodate periodic updates:

T.
* A . -t s
X" = arg min § S, > fre(x) ®3)
i€l SES;

where X £ {x € Xj : g(x) < 0}. Note that x* is computed
offline assuming all the loss functions f.=(x), for all s € S;
and i € Z, are known in advance. Then, the static regret is
the performance gap between {x;} and x*:

T N
RE(T) £ Z 3 Z (frs(xi) = frs(x¥)) . 4)
i€ T sesS;

However, the static regret only provides a coarse perfor-
mance measure when the underlying system is time-varying
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and may not be an attractive metric to use. A more useful
performance benchmark is the dynamic benchmark {x{},
given by

T,
oA o 24 (%),
xj < arg min o 9625' fr: (%) ®)

For the case of per-time-slot updates, the dynamic bench-
mark has been originally proposed for OCO with short-
term constraints [7] and has been further modified in [21],
[24], [25] to incorporate long-term constraints. Here, we
generalize it to account for periodic updates. In (5), x?
is computed using all the .S; loss functions f.s(x) in the
current update period ¢. Then, the dynamic regret is

REG(T) 23 2 3 (Frlx) ~ (). ©

i€ T seS;

The gap between the static and dynamic regrets can be
as large as O(T) [39]. In this paper, for comprehensive
performance analysis, we provide upper bounds for both
REs(T') and RE4(T).

Note that with incomplete gradient feedbacks, i.e.,
> iez Si = S < T, our regret definitions in (4) and (6) fully
utilize the feedback information. Our accumulated loss in
each period i is the average loss over those time slots when
the gradient feedbacks are provided, i.e., si >oses, fre (%),
multiplied by the duration 7; of the update period ¢, for
i € T.1If the environment is mean stationary, i.e., E{ f;(x)} =
E{fv(x)} foranyt¢,t € T, thenin the expectation sense, the
accumulated loss in our regret definitions is the same as that
in the objective of P1, i.e.,

B0 B S () =BT Y (i)

i€ T seS; €T teT;

In general, suppose there exists a constant d > 0 such
that |fi(x) — fe(x)] < d, for any x € Ay and t,t' €
T, i € Z. Then, the gap between the accumulated
loss in the regret definition and that in the objective is
ZieI % Zse& (fff (x:)) — ZieI Ztez (fe(x:)) = O(d(T —
S)). This measurement gap can be small if the system does
not fluctuate too much over time. Furthermore, the gap
approaches zero as the amount of feedback increases to
become complete, i.e., S — T.

Besides the accumulated loss, we also need to measure
the accumulated violation of each long-term constraint ¢ €

C ={1,...,C}. Define the constraint violation as
VO(T) £ Y Tig°(x;), Veel. )
i€

We point out that the constraint violation defined in [18]-
[25] is under the standard per-time-slot update setting. In
contrast, the constraint violation defined in (7) is in a more
general form that can accommodate updating periods with
varying durations.

4 THE PERIODIC QUEUEING AND GRADIENT AG-
GREGATION (PQGA) ALGORITHM

We now present an efficient algorithm, PQGA, to solve
the constrained OCO problem P1. The algorithm uses a



periodic virtual queue for the online decisions to satisfy
the long-term constraints. It updates the online decision in
each update period by solving a per-period optimization
problem that is convex and hence practically solvable. We
then show that, despite being a simple algorithm, PQGA
provides provable performance guarantees in terms of dy-
namic regret, static regret, and constraint violation bounds.

4.1 PQGA Algorithm Description

In PQGA, we introduce a periodic virtual queue vector
Q: = [Q},...,Qf]T in each update period i € Z, with the
following updating rule:

Q71 = max{—Tig"(x;), Qf +Tig°(x:)},

where v > 0 is an algorithm parameter. The role of Q; is
similar to the Lagrange multiplier vector for the long-term
constraints in (1), and the value of Q; reflects the accumu-
lated violation of the long-term constraints. In (8), T;¢°(x;)
is the accumulated constraint violation in update period %,
which is then scaled by an appropriate factor . This way of
forming a virtual queue is unique to our proposed approach.
We point out here that ) in (8) is different from the virtual
queues used in the standard Lyapunov optimization [29], as
the maximization in (8) is taken over the negative constraint
violation —T;¢°(x;) in stead of 0 in the standard form. The
periodic virtual queue is also different from existing works
on constrained OCO [22]-[25] that update the virtual queue
at each slot.

In the basic form of PQGA, instead of solving P1 directly,
we solve a per-period problem at the beginning of each
update period ¢ + 1 for x;41 with the short-term constraints
only. It is given by

VYeel (8)

T;
P2: ,?2‘;9@ SEZS [V frs (%)) (x = %) + aflx — x4|?

+ [Qit1 +1Tig(x:)] [V Ti418(x)]

where o,y > 0 are algorithm parameters. In the first term of
the above objective function, the gradient direction is aggre-
gated based on all the gradient feedbacks {V f;:(-), s € S;}
collected in the previous update period ¢. The second term
allx — x;]|? is a regularization term, which controls how
much the new decision x;41 can change from the previous
decision x;. The last term is an inner-product between the
predicted queue length in the next update period based on
x; and the weighted accumulated constraint violation in
update period ¢ + 1. It represents the penalty of constraint
violation in g(x). As such, we convert the long-term con-
straints in (1) into a penalty term on g(x) as one part of the
objective function in P2.

The basic form of PQGA uses a single step of gradient
descent as shown in P2. In addition to this basic form, we
can further modify PQGA to enable multi-step gradient
descent. Multi-step gradient descent has previously been
shown to reduce the growth rate of the dynamic regret for
OCO with short-term constraints [16]. In this work, we will
verify that it also improves the performance of PQGA under
both short-term and long-term constraints. Specifically, at
the beginning of each update period i+1, after updating the
periodic virtual queue in (8), we initialize an intermediate
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decision vector XY = x;. We then perform .J-step aggregated
gradient descent to generate 5(;] ,for J > 0.If J = 0, we
readily have X/ = x; from initialization. Otherwise, for
each gradient descent step j € J = {1,...,J}, we solve

the following optimization problem for Sci

T ~j—1 ~j—1 ci—1
e Vs (X! Tix - %7 x — %) 2,
5, & VO e ke

The above problem is similar to the standard projected
gradient descent problem. Therefore, its solution is readily
available:

. e 1 [T; -1
=P % = [ES v O
° 2a Sz cs, )

where Py, {x} £ argminyex,{||y — x||?} is the projection
operator onto the convex feasible set &, and « can be
viewed as the step-size parameter.

With both x; and %/, we modify P2 and have the
following per-period optimization problem for x;1:

T; N - -
P2 s min = > [Vfr (&))" (x = %) + afx — %/
g seS;

+nllx — x| + Qi1 +7Tig(x)] " [V Ti418(x)]

where a, 7,7 > 0. Note that there are two regularization
terms in P2’ for x; and SCZJ , respectively. The intuition behind
the double regularization is that both x; and %] provide
useful information in minimizing the accumulate loss and
constraint violation. Therefore, it is beneficial for the new
decision x;4; to be not too far away from either of x; or 5(;] .
In Section 4.2, this double regularization will be analytically
shown to provide PQGA a substantial performance advan-
tage over the existing methods (or algorithms) in terms of
performance bounds.

The PQGA algorithm is summarized in Algorithm 1.
During each update period i € Z, the decision maker
collects the delayed and possibly incomplete gradient infor-
mation V fr=(-), s € S;. At the beginning of the next update
period i + 1, it first computes the accumulated constraint
violation caused by its previous decision x; and updates the
periodic virtual queue Q;41 in (8). It then learns the gradient
descent direction from the collected gradient feedbacks over
period i and performs J-step aggregated gradient descent
to generate x”. Finally, based on gradient descent direction,
updated virtual queue, and both X/ and x;, the per-period
optimization problem P2’ is solved to compute the deci-
sion x; 1.2 Note that PQGA has four algorithm parameters
a,n,7,and J. We leave the discussion on the choice of their
values to Section 4.3, where after deriving the performance
bounds, we explain the impact of these parameters on these
bounds.

Algorithm Complexity Discussion

The computational complexity of the PQGA algorithm
mainly lies in the computational complexity in solving P2’
(or P2). It depends on the specific form of loss function
fi+(x), constraint functions g(x), and feasible set X;. Note

3. When J = 0, the double regularization in P2’ on %7 and x; can be
combined into a single regularization on x;, and P2’ is reduced to P2.



Algorithm 1 The PQGA Algorithm

1: Initialization: o, 7,y > 0, J > 0, xg € Ay, and Qg = 0.
2: At the beginning of each update period ¢ + 1, do:
3:  Update the periodic virtual queue Q;41 via (8).

4:  Initialize the intermediate decision vector Xy = x;.
5 forj=1toJ

6: Update x7 via (9).

7:  end for

8:  Update the periodic decision x;41 by solving P2’

using Q;41, x;, and x”.

that the objective functions in P2’ and P2 are strongly
convex. Thus, in general, they can be solved efficiently
using existing convex optimization solvers. In Section 5, we
consider the application of PQGA to a massive MIMO sys-
tem visualization problem with multiple service providers,
where we will provide detailed computational complexity
analysis of PQGA in this application. In particular, we
show that in this case, P2’ has a closed-form solution for
the decision at each period update, and thus PQGA has
negligible computational complexity.

We also note that, if the constraint function g(x) is
separable w.r.t. x, P2 and P2’ can be decomposed into inde-
pendent subproblems of smaller size to solve. In this case,
PQGA can be implemented in a distributive fashion with
potentially significantly lower computational complexity.

4.2 Regret and Constraint Violation Bounds for PQGA

Existing analysis techniques for the standard per-time-slot
OCO setting with single-step gradient descent [18]-[25] are
inadequate for studying the performance of PQGA. In this
section, we present new techniques to derive the regret and
constraint violation bounds for PQGA. They are developed
to account for the periodic virtual queues and multi-step
aggregated gradient descent in the analysis. Although a
small part of our derivations uses techniques from Lya-
punov drift analysis, PQGA is structurally different from
Lyapunov optimization as explained in Section 2.

We first make the following assumptions that are com-
mon in the literature of OCO.

Assumption 1. For any ¢, the loss function f;(x) satisfies
the following:

1.1)  fi(x) is 2p-strongly convex over Xp: 3 ¢ > 0, s.t., for
any X,y € Ap and ¢
fi(y) = fi(x) + [V ()] (y — %) + olly — %[ (10)
12)  fi(x) is 2L-smooth over Xp: 3 L > 0, s.t.,, for any

X,y € Apand ¢

fey) < fi(x) + [V A (y = %) + Llly = x]*. 11)
Assumption 2. The gradient V f;(x) is bounded: 3 D > 0,
s.t.,

IVf(x)ll <D, Vx€Xy, VteT. (12)

Assumption 3. The long-term constraint functions satisfy
the following:

3.1) g(x) is Lipschitz continuous on Xy: 3 5 > 0, s.t.,
lg(x) sl < Blx—yll, vx,yed. (13)
3.2) g(x)isbounded: 3G > 0,s.t.,
lg(x)|| <G, VxeA. (14)
3.3) Existence of an interior point: 3 ¢ > 0 and x' € X,

s.t.,

g(x') = —el. (15)

Assumption 4. The radius of &} is bounded: 3 R > 0, s.t,,

Ix—yl| <R, Vx,y€X. (16)

Note that the assumption of the loss function f;(x) being
strongly convex in Assumption 1 holds in many practical
problems. Strongly convex loss functions arise in many ma-
chine learning and signal processing applications, such as
Lasso regression, support vector machine, softmax classifier,
and robust subspace tracking. Furthermore, for applications
with general convex loss functions, it is common to add a
simple regularization term such as x||x||?, so that the overall
optimization objective becomes strongly convex [17].

4.2.1 Bounding the Dynamic Regret

A main goal of this paper is to analyze the impact of variable
update periods and multi-step aggregated gradient descent
on the dynamic regret for constrained OCO, which has not
been studied in the existing literature. To this end, we define
the accumulated variation of the dynamic benchmark {x$}
(referred to as the path length in [7]) as

Mo 23 [1%7 = %34 -
i€l

17)
Also, we define the accumulated variation of the variable
update periods {7;} as

Iy £ Z(TL —Ti1)*
i€T

(18)

We first provide bounds on the periodic virtual queues
{Q;} produced by PQGA in the following lemma.

Lemma 1. The following statements hold for any ¢ € Z:

Q; = 0, 19)
Qi1 +Tig(x:) = 0, (20)
1Qit1ll = [V Tig (x|, (21)
[Qis1ll < 1Qill + [[VTig(xa)]l- (22)

Proof: The periodic virtual queue vector is initialized as
Qo = 0. For any c € C and i € Z, by induction, we first
assume @Y > 0. From the periodic virtual queue dynamics
in (8), if 7T';9°(x;) > 0, then QF,; > QF +~T;g°(x;) > 0;
otherwise, we have Qf, ; > —7T;9°(x;) > 0. Combining the
above two cases, we have (19).

From (8), for any ¢ € C and i € Z, we have Qf,; >
—~T;9°(x;), which yields (20).

Forany c € C and 7 € Z, from (8) and Q§ > 0 in (19), if
1T;9°(x:) 2 0, then Q7. > Qf +vT;9°(x;) > vT';9°(x:);
otherwise, we have Qf, ; > —vT;g°(x;). Therefore, we have
Qf 11 > |7Tig°(xs)|- Squaring both sides and summing over
¢ € C yields (21).



From (8), for any ¢ € C and i € Z, we have Qf,; < Qf +
[7T39°(x;)|. Since Q¢ > 0 in (19), by the triangle inequality,
we have [|Qi1]| < \/Zcec(QH "Tige(x:))? < [|1Qull +
lvTig(x:)||, which yields (22). |

Define L; £ 1/Q;||? as the quadratic Lyapunov function
and A; £ L;,1 — L; as the Lyapunov drift for each update
period ¢ € I. Based on Lemma 1, we provide an upper
bound on the Lyapunov drift A; in the following lemma.

Lemma 2. The Lyapunov drift is upper bounded for any
1 € 7 as follows:

Ai < Qf [YTig(xi)] + InTig(xi) 1.
Proof: For any ¢ € C and i € Z, we first prove

1 C 1 C C (6]

5( )% - 5(@1)2 < QiTig(xi)] +

by considering the following two cases.
1) Q5 +~T,9°(x;) > —vT;9°(x;): From the virtual queue

dynamics in (8), we have Qf, | = Qf + 7T;9°(x;). It then

follows that

S(@5)? = Q5 + AT (<P
1

(@) + Qs Tig® (xi)] + W Tig” (x:)]*.

2) QF +vT;9°(xi) < —Tig°(x;): We have Q5. =
—~T;g°(x;) from (8). It then follows that

S(@0)? < SPTg Gl + 5105 + 1 Tig (e
= (@) + Qi Tig"(xi)] + Y Tig“ ()]

Combining the above two cases, we have (24). Summing
both sides of (24) over ¢ € C, we have (23). |

(23)

W9t (xi)]” (24)

<

[\)

=N =

Based on Lemmas 1-2, we provide a dynamic regret
bound for PQGA in the following theorem.

Theorem 1. For J = 0, if a« > 3?4272, and v > 0, the
dynamic regret of PQGA is upper bounded by

D2Tmax
N 4(a - 52 2Tr%lax)

2G2 (Tanax + HT) :

RE4(T) < T + a(R* + 2RIl

(25

Proof: We first state the following property of a 2p-
strongly convex function, which is shown in Lemma 2.8
in [3]:

Lemma 3. ([3, Lemma 2.8]) Let Z C R"™ be a nonempty
convex set. Let h(z) : R” — R be a 2g-strongly-convex
function over Z w.rt. ||-||. Let w = arg min,c z{h(z)}. Then,
for any u € Z, we have h(w) < h(u) — g|lu — w|*.

For J = 0, PQGA solves P2 for x;;;. The objective
function of P2 is 2a-strongly convex over Xy w.r.t. || - || due
to the regularization term a||x — x;||%. Recall that x{ is the
dynamic benchmark. Since x;41 minimizes P2 over X; for
any ¢ € Z, we have

*Z va Xz

Z sES;

T(%ip1 = xi) + afxipn — x|

+ Qi1 +Tig(x)]" [VTi18(xi41)]

(@) T
= [V fr (xi)] T (% — i) + af|x§ — x|

S;
seS;
[Qi+1 +9Tig(x)) YT 18(x

(b)
< 5 Z V fre ()7 (%5 — i)

(3

D1 = allx] — xiga |

SES;
+a(lxf — x> — 1% — xit1]1?) (26)
© T
< = D Ve x)]T (x5 — %) + o + 2Ry;)  (27)
Si sES; '

where (a) follows from Lemma 3, (b) is because of Q; 1 +
vT;g(x;) »= 0 in (20) and g(x?) =< 0 for x{ € X defined in
(5), which yields [Q;+1 + 7T; g(xl)] [7T1+1g( 2)] < 0 for
any i € Z, and (c) follows from ||a + b||? > ||a||® + ||b||* —
2||all||b]| and (16) in Assumption 4, which lead to

%5 — x| = l1%§ = xi1 12
< Ief =il = lxF = xiga |l = ] — %740
+ 2%y — X llllx7 — %744

< W — |Ix? =74 |1 + 2Ry,

where U; £ [|x§ — x;|% —

(28)

511 — xiqa||* and i = [|xf —
X7 -

Add g— > ses, frz(xi) to both sides of (27). Then, from
the convexity of fr:(x) for any s € S;, we note that
frs(%s) 4 [V frs (x)]7 (%) — %) < frs(x7). Following this
and rearranging terms, we have

*Z fT X;) fo(X;‘J))

v s€S;

< _g Z [V frs (x)])" (xi41 — Xi)

i seS;
— Qi1 L) VT8 (xig1)] + (Wi +2R;). (29)

We now bound the right-hand side (RHS) of (29). Note
that

— [Qis1 +7Tg(x:)) [veTit1 (xit1))]
(a)
< A1+ VTagxie)|1? = Wig(x)]) T T i1g(xit)]

2
(||T1+1g(><z+1)||2 — | Tig(x)[1%)

EX

— allxiy1 — x;?

: _Aerl + =

2
Y
+ —||ﬂg(xi) — Tip1g(xi1) ||

(c)
< A?-H"’ 9 ‘I) + B2 T xi1 — x|

+ ’y2G2 (Tl - Ti+1) (30)

where (a) is because of (23) in Lemma 2, which leads to
—QiaTigxin )] < —Ain + [V Tipg(xie)|? (0) is
due to a’b = 1(|lal|* + ||b]|> — |la — b||?), and (c) follows
from 5 ||a+b||2 < |la]|? + ||b||* and Assumption 3 that g(x)
is Lipschitz continuous in (13) and bounded in (14) such that

1
§||Tig(xi) — Tip1g(xip1) ||

< | Tig(xi) — Tig(xit1)|I> + | Tig(xit1)
< BT 1% — xiqal]? + GH(T; — Tiga)?.

— Tir1g(xiv1) |



Applying (30) to the third term at the RHS of (29) and
rearranging the terms on both sides of (29), we have

o Z fT Xz fT,f(X(iJ))
l seS;

(a) DQTmax 72
M Ty 4 (W, + 2RYy) — Agpr +
A(a — 2212, ) + (¥, + 2Ry;) +1+ 9

+V?G*(T; — Ti41)? (31)

where (a) follows from Assumption 2 that Vfi(x) is
bounded in (12) and therefore

**Z V fre ()] (%01 =%3) = (= B2 T2 [xs 11 — x|
SES
2
va X’L) 04—62 2T2
= _72 [a—B242T2 + T (XH'I )
'seS; #Z v

D2 Tmax

- S o PTR)

4(a—F24%T;)

Summing both sides of (31) over i € Z, we have

REd Z Z f‘r X’L fo(XS))
i€T Si SES;
(a) D Tmax ° 2 o o
< MT”(”X"_XO ”R;'Xi_xi“')

4L+ T+ 262 YT~ TP
i€l
(b) D2Tmax
< 2~22
A(a—P7PTE,)
T A2GH(T2,, + ITy)

T+ a (R + 2RIxe)

(32)

where (a) follows by noting that ¥;, A,;;, and @, are
telescoping terms, and their respective summations over
i € T are upper bounded by ||x5—xo||?, L1, and || Trg(x1)||%
(b) follows from (16) in Assumption 4, L; = 7||Q1||2 =
%llfyg(XO)TOHQ = 272G2Tr%\ax' and ||T1g(XI)”2 < G2 max

The dynamic regret bound (25) in Theorem 1 is for
PQGA under single-step gradient descent. Next, we provide
another dynamic regret bound for PQGA with multi-step
gradient descent for J being sufficiently large.

Theorem 2. For J > logp with p = < 1, if o > Trax L,

n > max{a, 324?12, }, and v > 0, then for any £ > 0, the
dynamic regret of PQGA is upper bounded by

REW(T) < %nﬁ L+¢

+E (R* 4 2RIx) +

D2
54 2T ) Ay + R+ —T
—5,7 (5 + 2Tmax ) A + B + 5

el LG (LR + HT)] (33)

where Iy £ 3, °)||? is the accumu-
lated squared norm of gradient and A, £ >, 7 [|x —
x}||? is the accumulated squared distance between two
dynamic benchmarks {x?} and {x}}, in which x; £
arg minye x, gj > ses, fr: (%) is the dynamic benchmark un-
der the short-term constraints.

T;
5 2ses, Vi (Xz

Proof: From the property of smooth functions, we have

Z Z f'r Xz fr:(xf))

1€ET Z SES;
Z Z [V fre (x)]7 (i — %7) + Lllxi — x{|1?
i€Z Z SES;
(b)

< et (e > =i — x|
45 i€l

where (a) follows from (11) in Assumption 1, and (b) is
because of a’b < 4—1£||a||2 + £||b]|? for any £ > 0.

RE4(T

(a)

(34)

We now bound the term Y, . [|x; — x?||? at the RHS of
(34). By the inequality |la + b||* < 2(||a]|* + ||b||?) and (16)
in Assumption 4, we have

5 e = x50 = o — 5112+ 3 [ — 0

i€T i€T

<R 423 (i — x4 [ - x ).
i€T

(35)

To bound Y, .7 [|xi41 — x7||* at the RHS of (35), recall
that PQGA solves P2’ for x;1 for J > 0. The objective func-
tion of P2’ is 2(av+n)-strongly convex over Xy w.r.t. || -|| due
to the double regularization terms. Since x;1 minimizes P2’
over &j for any ¢ € Z, similar to the derivations in (26), we
can show that

7va7'

b ses;
[Qi+1 + ’YTz‘g(Xi)]T[VTz‘+1g(Xi+1)] + 7)||Xt+1 - Xz‘HQ

T(xip1 — X)) + allxip — %] |2

T

<o D V& - %)
S ¢
SES;
+a(llxf = x|* — %] = xi1?)
F (x5 — x| = 1x§ = xi1 %) (36)
From (11), since f;:(x) is 2L-smooth over Aj, we have
frs(Xign) < fre (%)) + [V (~J)]T(Xz‘+1 - x7)

+ L||xit1 — X Vs € ;. (37)

Since fr:(x) is convex over Xp, we have

Fre(x5) 2 fre (&) + [V fre G (%7 = %), Vs € Sii (38)

Applying (37) and (38) to the left-hand side (LHS) and RHS
of (36), respectively, and rearranging terms on both sides,
we have

allx§ — x4
T.

<o > (fr(x) -

g SES;
— Qi1 +7Tig(x)] T W Tig18(xit1)] — nllxis1 — x|
7% (39)

(] —xil|* =[] =% ][*) + olx] — %

(a=T;L)||xi41 — %]

f‘r (Xz+1))

We now bound the RHS of (39). For the first term on the
RHS of (39), we have

Ly (e

v seS;

( )
~fban) S g

2

> (o (x) = fre (x7))

SES;



()T
<5 LIVl

(c) D?
(x5 —x}) <—Ti+aTi||x{ —x} ||* (40)
sES da

where (a) follows from the definition of x} below (33)
that % Yses [re(x7) < g ses; Jre(Xiy1), (b) is be-
cause of the convexity of fT (x), and (c) follows from

a’b < ia ||a||? + a|b]|? for any a > 0 and V f-:(x) being
bounded in (12) in Assumption 2. The bounds for the third
and fifth terms at the RHS of (39) are given in (30) and (28),
in the proof of Theorem 1, respectively.

To bound the last term at the RHS of (39), we first note
that the aggregated loss function Eg— > ses, fre(x) is Tio-
strongly convex and T; L-smooth. We provide the following
property of a 2p-strongly convex and 2L-smooth function,
which is shown in Lemma 1 in [16]:

Lemma 4. ([16, Lemma 1]) Let Z C R"™ be a nonempty
convex set. Let h(z) : R® — R be a 2p-strongly-
convex and 2L-smooth function over Z wurt. | - ||. Let
v = argmingez{[Vh(u)]T(z — u) + v|z — u|*} and
w = argmingez{h(z)}. Then, for any v > L, we have

[w = v[* < T52llw — ull*.

Applying Lemma 4 to the update of 5(3 in (9), for any
«a > T;L, we have

O(—TiQ

X712 < :
a+T;p

Ixi —%; Ix; — %1%,

< VieJ.
Note that the constant for strong convexity o is smaller than
the constant for gradient Lipschitz continuity, ie., 0 < L
[15]. Therefore, we have Z%?g > 0 in the above J in-
equalities. Combining the above J inequalities and noting
that 5{? =x;, and 1 < T; < T« Combining the above J
. .. R T;
inequalities and choosing a > TiaxL such that &= T Z < p,
we have

<32
r- =l

[Ix;

< p’lIx} = xi? (41)

From (41) and ||a + b||? < 2(||la|? + ||b||?), we have
1§ — % 1I* < 2flx; — %] |1 + 2l|x7 - x}|*
< 207 |Ix} = xi® + 2)1xf - %7
< 4p”|x? +(4p” +2) x5 — x7|.

- xi? (42)

Applying (28), (30), (40), (42) to the respective terms at
the RHS of (39), we have
allxf = x|

< —(a=TiL)lxir1 — X |* = (0 = BT [xia — xi?
g =il 4 altp +2+ T <t
D2
+ TT AZ+1 + (I) + 72G2(T Tz+1)
i+1H2 + 2Ry;).

+ (s — %7 -
Note that we set the step-size parameters as o > TpaxL
and n > (324?TZ2,.. Thus, the first two terms at the RHS of
(43) are non-positive. Dividing both sides of (43) by a and
summing it over ¢ € 7, we have

DI = xia |)?

i€l

(a)
< dp? %7 =il +
i€z

(43)

(497 + 2+ Tow) 3 I = 7 P
i€L

10
n
o Z =7 — X?+1||2 +
i€l

+ G2 (Triax + HT)

7 (R? + 2RIL,e)
«

(44)
where (a) follows from steps (a) and (b) of the derivations
in (32).

Applying (44) to the third term at the RHS of (35) and
rearranging terms, we have

(1=8p") > lIxi —x¢|1?
€T
J 2 2 D2
2(4 - o yx
(4p” + 24T, )ZHXZ x{?+R + 5T
€L
n o o 2
—2(5—1)Z||xi—xi+l|| +

max

%” (R? + 2RlIlx)

(45)

For 8p < 1 and n > o, we divide both sides of (45) by
1 — 8p” and apply it to the second term at the RHS of (34).
Then, we have (33). |

4.2.2 Bounding the Static Regret

Using the techniques in the proof for the dynamic regret
RE4(T') in Theorem 1, we provide an upper bound on the
static regret REs(T") generated by PQGA in the following
theorem.

Theorem 3. For J = 0, if a > (%9272, and v > 0, the
static regret generated by PQGA is upper bounded by

DQTmax
4o — 2422

max)

RE(T) < T+aR*+7*G*(T2,+ 7). (46)
Proof: The proof is similar to that for Theorem 1. Here,
we only provide an outline. Replacing all the per-period
optimizers {x?} with the static offline benchmark x* in the
proof of Theorem 1, we can show that for any o > 32~y QTI%aX
and v > 0, the bound in (31) still holds by redefining ¥,
|x* —x;||* — ||x* —xi+1]|* and ¥; = 0. Summing both sides
of (31) over ¢ € 7, and noting that VU; is a telescoping term,
we have (46). |

4.2.3 Bounding the Constraint Violation

We now proceed to provide an upper bound on the con-
straint violation VO°(T") for PQGA. We first relate the
virtual queue vector Q; to VO°(T) in the following lemma.

Lemma 5. The periodic virtual queue vector yielded by
PQGA satisfies the following inequality:

1
VO“(T) < ;HQ1||7 veeC. (47)

Proof: From the periodic virtual queue dynamics in (8),
for any ¢ € C and i € 7, we have

VT9°(xi) < Qf 1 — QF.

Summing (48) over i € 7, we have

1
Zng Xz > ; Z(Q’f—&-l -

1€T i€l

(48)

VO°(T Q)



1

1 (a)
=—(QF — Q%) = —Qr (49)
(@ —@) =20 H |
where (a) follows from Qf = 0 by 1n1t1al1zat1on, and (b) is
because ||a||l < ||a]. [ |

Using Lemma 5, we can bound the constraint violation
VOS(T) through an upper bound on the virtual queue
vector Qr. The result is stated in the following theorem.

Theorem 4. For any J > 0 and «, 7,7 > 0, the constraint
violation produced by PQGA for any ¢ € C is upper
bounded by

(a+n)R?>+DRT?

max
ey?
Proof: For any i € Z, since x;.1 is the solution for P2/, we
have

+ 272 GQTmax

VO(T) < 2GTmax+ . (50)

_t Z va Xz-l—l_x )"’OZHXz-&-l_X'L H2
'L SES;
+[Qis1 +Tig(x:)) [V Ti18(xis1)] + nllxiv1 — x|
T, N
< g 2 ViGN %)) + ol — x|
g seS;

+ Qi1 +1Tig(x)] g (x)] + 0llx = xi[|* (51)
where x’ is an interior point of X defined below (3) that
satisfies g(x’) < €l from Assumption 3.3). Also, note that

Qi1 +1Tig(x)] " VT 1g(x)]
(a)

< —evTi1[Qia +1Tig(x:)] 1
b)

< —eVTi41|| Qi1 +T8(xs) ||

(c)
< —Tin(|Qinall — IV Tig(xi)l)) (52)

where (a) follows from (15) and (20), (b) is because of ||a|| <

lal|1, and (¢) follows from |(||a]| — ||b]])| < |la—Db]| and (21).
Applying (52) to the third term at the RHS of (51) and

rearranging the terms on both sides of (51), we have

Q1 Tis18(xi1)]

< —eyTi1 (|Qisa | — IWTig(xa)ll) + e x” — %2
T,

+llx = xq|* + 5 DV & (K = i)

v seS;
— WTig(xi)] W Ti18(xis1)]

(a)
< —e/Ti1 | Qinall + e Tia I Tig(xo) | + allx’ — x|

+llx = x| + gl DIV (x
v seS;

+ 7| Tig ()| Ti 18 (xi1) |

DI = x4l

b)
< —eYTi41 || Qis1 || + eY*GTi Ty + (o + ) R

+ DRT; + v*G*Ti 1 T; (53)

where (a) is because of |aTb| < ||a||[|b]|, and (b) follows
from the bound on g(x) in (14), the bound on X} in (16),
and the bound on V f;(x) in (12). From (23) in Lemma 2, we
have

Aiv1 < QL [VTia8(xit1)] + VT8 (xit) 12
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< Qi Ting(xin)] + 7 G T (54)
Applying (53) to the first term at the RHS of (54), we have

Ai1 < =V Ti1[|Qira | + e*GTia T; + (o + ) R?
+ DRT; + v*G*T; 1T + v*G*T?, ;. (55)
Since 1 < T; < Thax for any ¢ € Z, from (55), the
sufficient condition for A;;; < 01is
(a+n)R? + DRTZ, 4 272 G*Trnax
€y
If the above inequality holds, we have ||Q;+2| < [|Qi+1]l,

i.e., the virtual queue length decreases; otherwise, by (22),
the increment from ||Q;+1] to ||Qi+2] is upper bounded,

since [[Qiall < [Qivall + [[78(xit1)Tigall < [ Qisall +
YGTmax. It follows that, the virtual queue vector Q; for the
last updating period I — 1 is upper bounded by
(a+n)R* + DRTZ2,, + 2v*G*Tiax
€y '
Applying the above inequality into (47) in Lemma 5, we
have (50). |

1Qit1ll > YGTmax +

1Q:l < 29GTomax +

4.3 Discussion on the Performance Bounds

We now provide some further discussions on the regret and
constraint violation bounds of PQGA obtained in Section 4.2
and the choice of algorithm parameters. To describe the level
of time variation in the dynamic benchmark and update
periods, we define parameters ¥ > 0 and § > 0 such that
the time variations of the system in (17) and (18) can be
respectively expressed as

o = O(TY), M= O(T?). (56)

We show below that suitable values of parameters ¢, 1, and
v for PQGA depend on whether v is known. Furthermore,
the growth behavior of the regret and constraint violation
over time also depends on the number of aggregated gradi-
ent descent steps J. We summarize the growth behavior of
the regret and constraint violation yielded by PQGA under
different values of J in Tables 3 and 4.

4.3.1 Regret and Constraint Violation Bounds for J = 0
From Theorems 1, 3, and 4, we obtain the following two
corollaries regarding the regret and constraint violation
bounds for J = 0. The results can be easily derived by
substituting the chosen parameters o and + into the general
performance bounds in (25), (46), and (50), and thus we omit
the derivation details to avoid repetition.

Corollary 1. (Algorithm parameters with knowledge of v)
Let v = 1 in PQGA. Then for J = 0, RE4(T) =
O(max{T ", T%}) if o« = T 2" + 32~2T max, and RE(T) =
O(max{Tz,T°}) if a = T2 + 3?4272, . In both cases,
VO°(T) = O(T?). Therefore, for any 0 < v < 1 and
0 < 4 < 1, the dynamic and static regrets are sublinear,
and the constraint violation are sublinear.

Corollary 2. (Algorlthm parameters without knowledge
of v) Let @« = T2 + (24272, and v = 1 in PQGA.
Then, for J = 0, REq(T) = O(max{Tz"",T%}), RE(T) =
O(max{Tz,T%}), and VO*(T) = O(T'2).
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TABLE 3
Dynamic Regret, Static Regret, and Constraint Violation Bounds of PQGA for J = 0 (IIyo = O(T*) and Il = O(T?))

[ Ir = O(1) [ Require v |

REq4(T)

[ RE@  [VO(D |

No Yes O(max{T =", T°}) | Omax{T?,7°}) | 01?)
No No O(max{T2™,T%}) | O(max{T2,T°}) | O(T?)
Yes Yes o) O(T?) o(1)
Yes No o(T= ") O(T?) o(1)
TABLE 4
Improved Dynamic Regret and Constraint Violation Bounds of PQGA for J > 0 (Ilxe = O(T*) and Il = O(T?))
[ Ir = O(1) | Require v | RE4(T) [ VO°(T) ]
No No (max{T",T°}) | O(1)
Yes No o) o)

Corollaries 1 and 2 indicate that a sufficient condition for
PQGA to yield sublinear regrets under periodic updates is
that the time variation measures Iy and Il of the system
grow sublinearly over time. Note that the sublinearity of
the system variation measures is necessary to have sublinear
dynamic regret for OCO [10]. Otherwise, if the system varies
too fast over time, no online algorithm can track it due to
the lack of in-time information. This can be seen from the
dynamic regret bounds derived in [7], [13]-[17], [21], [24],
[25] even under the standard per-time-slot update setting.
In practice, for many online applications, the system tends
to stabilize over time, resulting in sublinear time variation
and thus sublinear regrets under our proposed algorithm.

4.3.2 Improved Dynamic Regret Bound for J > 0

Using Theorems 2 and 4, we obtain the following corollar-
ies regarding the dynamic regret and constraint violation
bounds for PQGA, when the number of aggregated gradient
descent steps J is sufficiently large.

Corollary 3. Suppose IIy = O(T") and Ax = O(T"). Let
o = T2 + ThpaxL, = max{a, 32412, }, and 7? = T3,
Then, for J > log;, RE4(T) = O(max{T",T°}) and
VO(T) = O(1). Therefore, for any 0 < v < 1 and
0 < 6§ < 1, both the dynamic regret and the constraint
violation are sublinear.

Compared with the growth rate of the dynamic re-
gret O(max{TlfTv ,T°}) for J = 0 in Corollary 1 (or
O(max{Tz+" T%}) in Corollary 2), Corollary 3 shows that
when J is sufficiently large, the growth rate of the dynamic
regret reduces to O(max{7T",T°}), and the growth rate of
the constraint violation is reduced from O(T'z) to O(1).
Note that the choice of algorithm parameters in Corollary 1
requires the knowledge of the time variation measure of the
system v. In contrast, setting the algorithm parameters in
Corollary 3 does not require such knowledge of the system
variation. We further note that the accumulated squared
norm of gradient IIy in Corollary 3 can be very small [16]. In
particular, we have IIy = 0if x7 is an interior point of X (or
there is no short-term constraint), i.e., > s Vfr:(x7) = 0
for any ¢ € Z. In addition, the accumulated squared distance
Ay between the two dynamic benchmarks {x{} and {x}}
can also be small. Specifically, if the distance between x7

. v—1 .
and x} satisfies ||x{ — x}|| o« T2 ,Vi € Z, then we have

Ay = O(T").

4.3.3 A Special Case of Bounded 111

We also have the following results on the regret and con-
straint violation bounds when the accumulated variation
of update periods is upper bounded by a constant, i.e.,
Il = O(1). In particular, the bounded Il includes the case
when the update periods are fixed over time. These results
are obtained by setting § = 0 in Corollaries 1-3, respectively,
and we omit the proofs for brevity.

Corollary 4. (Algorithm parameters with knowledge of v)
Lety2 = T'% in PQGA. Then, for J = 0, RE(T) = O(T %)
if @« = T'2° + B242T2,,, and RE(T) = O(T?) if a =
Tz + 324272 . In both cases, VO°(T) = O(1).

ax*

Corollary 5. (Algorithm parameters without knowledge of
v) Let42 = T2 and a = T2 + (324272, in PQGA. Then,
for J = 0, REq(T) = O(T=""), RE(T) = O(T2), and
VO“(T) = O(1).

Corollary 6. Suppose IIy = O(T") and Ax = O(T"). Let

o = T2 + T, n = max{a, 327212}, and v = Tz,
1

Then, for J > logj, RE4(T) = O(T") and VO°(T') = O(1).

wl= D

From the above results, we see that by increasing J,
the growth rate of the dynamic regret yielded by PQGA is
reduced from O(T %" in Corollary 4 to O(T") in Corollary
6, while O(1) growth rate of the constraint violation is
maintained. To the best of our knowledge, even under
the standard per-time-slot update setting, no existing algo-
rithms for constrained OCO have simultaneously achieved
O(T") dynamic regret and O(1) constraint violation.

Note that PQGA can be applied to the special case of
per-time-slot updates [18]-[25], where T; = Th.x = 1 for
all i’s. In this case, from Corollaries 4 and 5, we see that
PQGA achieves O(T'2) growth rate of the static regret and
O(1) growth rate of the constraint violation, which are the
current best results provided in [22]. We point out that [22]
does not provide any dynamic regret bound. In contrast, we
show that PQGA can achieve O(T HTV) growth rate of the



dynamic regret.*

5 APPLICATION TO NETWORK VIRTUALIZATION IN
MAssSIVE MIMO SYSTEMS

In many wireless systems, CSI is only available after a
sequence of channel estimation, quantization, and feedback
processes. The resulting feedback delay on the CSI is espe-
cially severe for massive MIMO systems, where the channel
state space is large and the channel state may fluctuate fast
over time. For such massive MIMO systems, PQGA can be
applied to solve a variety of problems in the presence of
time-varying system states and delayed information feed-
back.

As an example to study the algorithm performance in
practical systems, we apply PQGA to online network virtu-
alization in massive MIMO systems, where multiple service
providers (SPs) simultaneously share all the antennas and
spectrum resource provided by an infrastructure provider
(InP). Most of the existing works on MIMO virtualization
have focused on static optimization problems [40]-[45]. Fur-
thermore, these works have adopted strict physical isolation
among the SPs. Such physical isolation approach does not
take full advantage of spatial spectrum sharing enabled
by MIMO precoding. In contrast, in [33] and [46], spatial
isolation approach via MIMO precoding has been adopted
to achieve virtualization, where the SPs share all antenna
and spectrum resource simultaneously. The virtualization
solutions in [33] and [46] are online strategies. However,
they are based on Lyapunov optimization and require the
current CSI. Furthermore, neither of them considers periodic
precoder updates, which are essential to practical wireless
networks, such as LTE and 5G NR.

5.1 Online Precoding-Based Massive MIMO Network
Virtualization

We consider an InP performing network virtualization in a
massive MIMO cellular network. In each cell, the InP owns
a base station (BS) equipped with N antennas, serving M
SPs. Let M = {1,...,M}. Each SP m has K, users. The
total number of users in the cell is K = > (K. The
system is time slotted with time indexed by ¢.

5.1.1 Precoding-Based Network Virtualization

Let H® € CX=*N be the local CSI between the BS and
the K,, users of SP m at time ¢. For ease of exposition,
we first consider an idealized massive MIMO virtualization
framework, where CSI feedback per time slot experiences
no delay, as shown in Fig. 2. At each time slot ¢, the InP
shares the corresponding local CSI Hj* with SP m and
allocates transmit power P, to the SP. The power allocation
is limited by the total transmit power budget Prax, ie.,
Zme M P < Prax. Using HY, each SP m designs its own
precoding matrix Wi € CV*&m based on the service needs

4. The performance analysis in [22] is for convex loss functions, while
our focus is on the strongly convex loss function case. Nonetheless, one

can easily verify that the proofs of Theorems 1, 3, and 4 also hold for
1

the convex loss function case. Therefore, PQGA still achieves O(T "2 )

1
dynamic regret, O(7'2) static regret, and O(1) constraint violation for
convex loss functions.
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Virtual cell 1

< InP shares H* with SP m
<«— — SP m sends W{" to InP as demand

Fig. 2. An illustration of idealized massive MIMO virtualization in a cell
with one InP and two SPs serving users in their respective virtual cell.

of its users, while ensuring |W!"||% < P,,. The SP then
sends W7"* to the InP as its service demand. Note that each
SP m designs W{" based only on its local CSI without the
knowledge of users of the other SPs. For SP m, its desired
received signal vector y;"* at its K, users is given by

ym = HPWPs™ ¥m e M

where s is the transmitted signal vector from SP m
to its K,, users. Let y, = [ng,...,yiMH]H be the
desired received signal vector at all K wusers, Dy £
blkdiag{H} W}, ... H¥WM} be the virtualization de-
mand from all the SPs, and s; = [S%H7 ce stIH]H. Then
we have y; = D;s;. We assume that the transmitted
signals to all users are independent to each other, with
E{s;sf’} =1, Vt.

At each time slot ¢, the InP has the global CSI H; =
Y HMTH ¢ CKXN and designs the actual global
downlink precoding matrix V; £ [V} ..., VM] ¢ CNxK
to serve all K users, where V" € CNXEm ig the actual
downlink precoding matrix for SP m. Then, the actual
received signal vector y;" at the users of SP m is given by

yi' =H]'V]'si' + > H'Vis;, VmeM
I#m,leM

where the second term is the inter-SP interference from the
other SPs to the users of SP m. The actual received signal
vector y; = [ytlH, o yM H]H at all K users is given by
ye = H;Vys;.

For downlink massive MIMO network virtualization, the
InP designs the precoding matrix V; to mitigate the inter-SP
interference in order to meet the virtualization demand D;
received from the SPs. The expected deviation of the actual
received signals from that of the SPs’ virtualization demand
is given by E{|ly; — y:||*} = |H;V: — D¢||%. As such, we
define the precoding deviation between any precoding matrix
V and the virtualization demand Dy as:

fi(V) & |H,V -D||%, VteT, (57)

which we use as the design metric for massive MIMO
network virtualization. Note that f;(V) measures the dif-
ference between the actual global precoder executed at the
BS and the virtual local precoders demanded by the SPs.
Furthermore, it is strongly convex in V.



5.1.2 Online Precoding Optimization with Periodic Updates

Under a typical cellular network architecture, such as LTE
and 5G NR, we consider an online periodic virtualization
demand-response mechanism. An update period may corre-
spond to the duration of one or multiple resource blocks and
may vary over time. Within each update period i € Z, the
InP, which is the decision maker as defined in Section 3, re-
ceives multiple delayed CSI H; and virtualization demand
D, feedbacks for ¢ € 7;. At the beginning of each update
period ¢, the InP determines V; in the compact convex set

Vo 2{V : |V < Paax} (58)

to meet the short-term transmit power constraint. We also
consider a long-term transmit power constraint as in (1),
where

9(V) = IV -

is the transmit power constraint function, and P < Py is
the average transmit power budget. As a result, our online
optimization problem for massive MIMO network virtual-
ization has the same form as P1, with the loss function,
short-term constraint, and long-term constraint function
given in (57), (58), and (59), respectively.

(59)

5.2 Online Precoding Solution

Using the proposed PQGA algorithm in Algorithm 1, at the
beginning of each update period i + 1, we first initialize an
intermediate precoder V0 V. If J > 0, for each j € J,
we solve the following precoder optimization problem for

min — Z 2R{tr{[V vi- 1 frs (v?

+ OéHV - VITE

where V-1 fre(VI7Y) = HE(H V]! — D). The
optimal solution to the above pro]ected gradient descent
problem can be directly obtained from the closed-form
expression provided in (9), and is given by

i X7, if || X[ < Prnax (©0)
\/Pmaxm7 O.W.
where X! = VI - Loy o HE(H, V™' - D).

After perforrrung J-step aggregated gradlent descent,
we obtain both V/ and V. Then, we solve the following
precoder optimization problem for the precoding matrix
V41 at the InP:

P3': min = Z 2R{tr{[ sz*fT S (V IHEV - VJ)}}

+0¢||V—V%] HF+77||V_V2’ 5+ Qi1 +9Tig (VY Ti19(V)]

where ();41 is a periodic virtual queue with updating rule
given in (8). Since P3' is a convex optimization problem, we
can solve it via Karush-Kuhn-Tucker (KKT) conditions [47].
The Lagrangian for P3' is

Z 2R{tr{[Vy. frs (V;

seS;

LV, ) = (V-V}

’L
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+a|V=V|% +[Qit1 +1Tig(V)ITis19(V)]
+ 0l V=VilZ + MV -

max )

where A is the Lagrange multiplier associated with the
short-term transmit power constraint in (58) The KKT con-
ditions for (V*, \*) are given by ||[V*||% — Ppax < 0, \* >0,

N (IV*[ — Pr) = 0, and
onl-J +nVi— T3 s, HE HTV%] —Dr
V* — " st Lses, Her (Hr, 1), (61)

a+n+[Qiv1 +vT;9(V)vTip1 + A*

where (61) is obtained by setting Vv-L(V,\) = 0. From
these KKT conditions and by noting that \* serves as a
power regularization factor for V* in (61), we have a closed-
form solution for V1, given by

X; if ||X;]|% < Prax
Vi1 = X, = 62
i+l { ﬁpmax%’ OW. (62)
04‘7{]+77V‘** Tees, BE (Hrf\?f*Drg)

where X; = 04+U+[Q;+1+’7T19(V N Ti41

Algorithm Complexity Analysis

For implementing PQGA in this massive MIMO virtualiza-
tion problem, the online precoding solutions are obtained
in closed-form as in (60) and (62). The computational com-
plexity is mainly from matrix multiplication, which is in the
order of O(NK?). Note that it is similar to the complexity
of the zero forcing (ZF) precoding scheme commonly em-
ployed for multi-antenna transmission in practical systems.
Since only closed-form computation is involved, the overall
computational complexity in PQGA in Algorithm 1 is very
low for the InP.

We also note that additional short-term per-antenna
transmit power constraints can be incorporated in the con-
vex set V. In this case, both precoder optimization problems
can be equivalently decomposed into N subproblems, each
with a closed-form solution similar to (60) and (62).

5.3 Performance Bounds

We assume that the channel gain is bounded by a constant
B > 0 at any time ¢, given by

IH,|r <B, VieT. (63)

In the following lemma, we show that our online massive
MIMO network virtualization problem satisfies Assump-
tions 1-4 for OCO in Section 4.2. The proof directly follows
from the bounded channel gain in (63) and the short-term
transmit power limits Pn.x and P, on V; and W}", and
thus is omitted for brevity.

Lemma 6. Assume the bounded channel gain in (63). Then,
Assumptions 1-4 hold with the corresponding constants
givenby o = 2, L = B?, D = 4B%*/Praxv, 3 = 2v/Prax,

G:\/maX{P (Poax — P)2}, € = P, and R = 2/Pro.

Following the results in Theorems 1-4, the performance
bounds yielded by {V;} are given by (25), (33), (46), and
(50), with the corresponding values of o,L,D,3,G,¢, R
given in Lemma 6.
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Fig. 3. f(T), P(T), and R(T) vs. T with different T; values.

6 SIMULATION RESULTS

In this section, we study the performance of PQGA applied
to online precoding-based massive MIMO network virtual-
ization under typical urban micro-cell LTE network settings.

6.1 Simulation Setup

We consider an urban hexagon micro-cell of radius 500 m.
An InP owns the BS, equipped with N = 32 antennas
by default. The InP performs network virtualization and
serves M = 4 SPs. We focus on the radio channel over
one subcarrier with bandwidth By, = 15 kHz. Over this
channel, each SP m € M serves K,, = 2 users, who are
uniformly distributed in the cell, with a total of K = 8 users
in the cell. As the default system parameters, we set the
maximum transmit power limit Pr.x = 33 dBm, the time-
averaged transmit power limit P = 30 dBm, noise power
spectral density Ny = —174 dBm/Hz, and noise figure
Np =10 dB.

We model the fading channel as a first-order Gaussian-
Markov process hf,; = aphf + 2z}, Vk € K = {1,..., K},
where h¥ ~ CN(0,8.I), with B;[dB] = -31.54 —
33logy(di) — ¥y capturing the path-loss and shadowing,
with dj, being the distance from the BS to user k, and
Y ~ CN (0,02) modeling the shadowing with o, = 8
dB; also, ap, € [0,1] is the channel correlation coefficient,
and z} ~ CN(0, (1 — a2)B]I) is the innovation sequence
independent of h¥. We set a, = 0.997 by default, which
under the standard LTE transmission structure, correspond-
ing to the pedestrian speed 1 m/s [48]. > We set the time slot
duration At = ﬁ = 66.6 us, such that an update period of
8 time slots is similar to one resource block time duration in
LTE. We set the total time horizon 7" = 400. We simulate the
proposed PQGA algorithm using MATLAB on a MacBook
Pro laptop, Apple M1 Pro CPU, with 16 GB memory.

5. We emphasize here that the Gauss-Markov channel model is used
for illustration only. PQGA can be applied to any arbitrary wireless
environment, and the InP does not need to know the channel statistics.
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Fig. 4. f(T), P(T), and R(T) vs. T with different J values.

We assume that each SP m € M uses ZF precoding
scheme o H T (H7*H )1 to design its virtual precod-
ing matrix W}, where @w" is a power normalizing factor
such that [W |2 = P,, = L= For the performance eval-
uation, we define the time-averaged precoding deviation

normalized against the virtualization demand as f(7) £

% DT DoteT, %, the time-averaged transmit power as
v a

P(T) £ £ .7 T;||Vil%, and the time-averaged per-user
rate as R(T) 2 7= > ,c7 St Sorex 108, (1 + SINRik),

ik It " vE|? “h hE k
where SINR;" = e , with hy and v;
’ D T el R *
being the channel vector at time slot ¢ and precoding vec-
tor in the i-th update period for user k, respectively, and
02 = NoBw + Nr being the noise power.

6.2

We first fix the update periods {7;} over time, and consider
only one CSI feedback is received at the beginning of each
update period i. Fig. 3 shows f(T'), P(T), and R(T) versus
T for different values of the update period T;. We observe
that PQGA converges fast, usually within 50-150 time slots
for T; ranging from 1 to 8. As expected, the convergence
rate becomes slower as T increases. Also, as T; increases, the
steady-state value of the time-averaged precoding deviation
f(T) yielded by PQGA increases from around 7% to 17%,
and the steady-state value of the time-averaged per-user
rate R(T) decreases from around 5 bpcu to 3 bpcu. This
demonstrates how the system performance is affected by
the channel variation over time, as the precoder updates
become less frequent. In all values of T;, the time-averaged
transmit power P(T) quickly converges to the average

transmit power limit P.

Impact of Update Periods

6.3 Impact of Number of Aggregated Gradient Descent
Steps

For fixed update period 7; = 8 and one CSI feedback,
Fig. 4 shows f(T'), P(T) and R(T) versus T for different
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numbers of the aggregated gradient descent steps J. We
observe that as J increases, the steady-state value of the
time-averaged precoding deviation f(7") decreases, and the
steady-state value of the time-averaged per-user rate R(T')
increases. These demonstrate the performance gain brought
by performing multi-step gradient descent. We see that the
impact of J on the time-averaged transmit power P(T) is
small. We also observe that the steady-state values of f(7)
and R(T) do not change much when .J is close to 8. As such,
in the simulation results presented below, we set J = 8 as
the default parameter for PQGA.

6.4 Performance Comparison

For performance comparison, we consider the following
method and performance benchmarks.

e Yu et al.: We use the online algorithm from [22]
for the InP to compute the precoding matrix V; at
each update period i. Note that [22] achieves the
current best O(T'2) static regret and O(1) constraint
violation bounds under standard OCO setting with
per-time-slot updates. It has also been demonstrated
in [22] that this algorithm outperforms the ones in
[18] and [19]. In order to apply the algorithm in
[22] to the periodic update scenario in our problem
setting, we treat each update period of T} time slots
as one super time slot. Besides this, [22] consid-
ers only one gradient feedback at each time slot.
Therefore, to apply the algorithm to accommodate
multiple gradient feedbacks, we treat the averaged
gradient as a single gradient feedback. For a fair
comparison, we optimize the algorithm parameters
of both PQGA and Yu et al. to achieve their respective
best performance.

o Per-period optimal: At the beginning of each update
period i, the InP receives the CSI feedback from the
current update period ¢ and uses V7 in (5).

o Delayed optimal: At the beginning of each update
period i, the InP collects the delayed CSI feedback
from the previous update period 7 — 1 and usesV;_;
in (5).

o Offline fixed: The InP has the complete CSI over [
update periods beforehand, and uses V* in (3) at
each update period 7.
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We assume the update periods {7;} keep switching
between 8 and 4 time slots. When T; = 8, CSI feedback
occurs at the first and fifth time slot, i.e., S; = 2. Otherwise,
CSI feedback only occurs at the first time slot, i.e., T; = 4 and
S; = 1. Therefore, both the update periods {T;} and the
numbers of CSI feedback instances in each update period
{Si} are time varying.

In Fig. 5, we compare the steady-state precoding de-
viation f and per-user rate R of PQGA with those of
other methods for different values of the channel correlation
coefficient ay,. We see that there is a large performance
gap between the per-period optimal method in (5) and the
offline fixed method in (3). This indicates that the commonly
used static benchmark for OCO may not be a meaningful
comparison target for dynamic systems. As oy, increases, the
normalized time-averaged precoding deviation f yielded by
PQGA decreases. This is due to slower channel variation
over time and the accumulated system variation decreases.
When ap > 0.993, which corresponds to the pedestrian
speed 2.5 m/s, f yielded by PQGA becomes smaller than
that by the delayed optimal method. Note that the per-
period optimal method uses the current CSI and has a semi-
closed-form solution. In contrast, PQGA only uses the de-
layed CSI and its solution is in closed-form. We also observe
that, as ay, increases, f yielded by PQGA approaches that
of the per-period optimal method. Furthermore, f yielded
by PQGA is more robust to channel variation than that of
Yu et al. under the periodic update setting. Here, we note
that although the time-averaged per-user rate R is not the
optimization objective of PQGA, R yielded by PQGA can
still be higher than that of the per-period optimal method
when ay, is large.

With the same setting as Fig. 5, Fig. 6 shows the impact
of the number of antennas /N on the performance of PQGA
and the other methods. As N increases, the InP has more
degrees of freedom for downlink beamforming to mitigate
the inter-SP interference, and thus the precoding deviation
from the virtualization demand f decreases. As N increases,
f yielded by PQGA becomes smaller than that of the de-
layed optimal method; It approaches the per-period optimal
method. Furthermore, the per-user rate 12 of PQGA is higher
than that of the per-period optimal method when N is large.
Finally, we see that PQGA substantially outperforms Yu et
al. for both f and R in a wide range of N values.



7 CONCLUSIONS

This paper considers a new constrained OCO problem with
periodic updates, where the gradient feedbacks may be
partly missing over some time slots and the online decisions
are updated once in each update period, which may last
for multiple time slots. We present an efficient algorithm
termed PQGA, which uses periodic queues together with
gradient aggregation to handle the possibly time-varying
feedback delay within update periods. We provide bounds
on the dynamic regret, static regret, and constraint violation
of PQGA. Our analysis takes into account the impact of
the new periodic constraint penalty structure and possibly
multi-step aggregated gradient descent on the performance
guarantees of PQGA. As an application, we apply POGA
to the online network virtualization problem in massive
MIMO systems. In addition to the benefits in terms of re-
gret and constraint violation bounds, our simulation results
further demonstrate the effectiveness of PQGA in terms of
the time-averaged performance.
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