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Abstract— Using relays in wireless networks can potentially A counterpart of MIMO systems has been recently proposed
lead to significant capacity increases. However, within an asyn- in which the capacity and diversity gain of MIMO systems
chronous multi-user communication setting, relaying might cause are obtained via distributed antennas. This scheme, called

more interference in the network, and significant sum-rate . . o
deterioration may be observed. In this work the effect of cooperative diversity, is proposed as a means to combat fad-

cooperation in an interference limited, narrow-band wireless INg. It is an interesting concept in multi-user communicati
network is investigated. It is crucial to determine the optimal introduced mainly by Lanemagt al [4][5] and Sendonarist
trade-off.between the amount of.throughput gain obtained via g [6]. This problem has its roots in the two-hop relay problem
cooperation and the amount of interference introduced to the which has been an open problem in information theory. Under

network. We quantify the amount of cooperation using the notion . . .
of a cooperativeregion for each active node. The nodes which lie in this setting, the relay channel is used to forward the data

such a region are allowed to cooperate with the source. We adopt CQUsing an increase in the capacity specifically for thescase

the decode-and-forward scheme at the relays and use the physical where the source-destination channel experiences deep.fad

interference model to determine the probability that a relay node  Nabaret al [7] further evaluate the performance of cooperative

correctly decodes its corresponding source. Through numerical schemes in the case of single source, single relay, andesing!

analysis and simulation, we study the optimal cooperative region L ) o !

size to maximize the network sum-rate and energy efficiency, destination and prove that full diversity can be obtainedsl _

based on network size, relay availability, node decoding threshold, Sankaranarayanan, Kramer and Mandayam further consider

and destination reception capability. It is shown that optimized the case where multiple sources send their message to a relay

system performance in terms of the network sum-rate and the and the relay either simply forwards the data or first decodes

power efficiency is significantly improved compared with cases and then forwards.

where relay nodes are not exploited or where the cooperative . .

region size is suboptimal. Although relay_ prqblem remains unsolyed in terms of the
optimal communication scheme, the studies above have taken

Index Terms— Cooperative diversity, sum-rate, interference, sjgnificant steps in quantifying the performance gainsiobth

cooperation gain, cooperative region. from cooperation. However, research in this subject has bee
mainly concentrated on information theoretic considersg;
. INTRODUCTION and only a few studies have focused on the system level

Spatial multiplexing gain as a means to increase the Capa(g{erformance of cooperation such as [9], in which Mergen

I .
has been extensively studied in the context of multiplesinp a study the problem of cooperative broadcast under a

multiple-output (MIMO) systems [1]. Although the use oftingle-source single-destination setup with multipleelsvof
. . S . " cooperation, where the broadcast performance is quankified
multiple-antennas is appealing in theory, in some apptinat

such as wireless sensor networks, it might not be l‘easiblef&ndlng a signal decoding threshold above which a message is

0
benefit from this degree of freedom in system design due to f

ropagated in the network.
L . : - B he few prior works which consider multiple sources do
limited size and computing capability of an individual node ; . e
. . : not quantify the interference within the network and usuall

However, in such dense environments, using the resources 0

. assume there are a set of rules (such as TDM or FDM
other peer nodes can help improve the network performance . ) .

. . Scheduling), which lead to interference removal. Howefger,

In this context, relay nodes can be exploited as a means_to .
: S . thé general non-orthogonal case where multiple sources and
increase the capacity in a wireless network. The relay ablann

first introduced bv van der Meulen leads to a Communic:Elelay nodes use the same channel, their transmissions will
y interfere with each other. In a narrow-band wireless ndtwor

tion scheme where instead of point-to-point communicatiq/(}ith multiple sources, interference greatly affects th I

between the source and destination, relays are exploited in . . "

S . capacity and has to be considered. In this work, we study the
two-hop communication. The key capacity results for th@ca%ffect of relaying strategies and cooperation in such aipiedt
of a single relay were introduced by Cover and El Gamal In ying g P

[2]. The capacity region for the relay channel wilff relays source network, where the nodes employ un-synchronized

is not known to date. However, Gastpar and Vetterli [3] ha\}éansmssmn. We ask the basic question “How should the
. ’ ' P : : odes optimally balance cooperation and interference ¢ ma
obtained upper and lower bounds on the capacity scalingrunde. o . T
. . . Imize the network capacity?” Extending our preliminary wor
Gaussian noise and show that these bounds meet in the limi . . .
INT10], we address this question more thoroughly and cemsid
of large number of nodes.

a wider range of important metrics for node communication
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ing, University of Toronto. Email{vakil, liang} @comm.utoronto.ca To the best of our knowledge, there is no other work



quantifying the trade-off between cooperation and interiee A. Network Model and Data Dissemination

in the literature. The closest work to ours is perhaps [11], \we consider a collection ofV nodes placed randomly,
where Quek et al study a dense wireless sensor network,iiformly and independently in a disk. For illustration, we
which the nodes send one information bit about the existeng&syme a communication setting similar to SENMA [13], in
of a Phenomenon of Interest (Pol) to a fusion center. Thgich the nodes on the disk need to communication with a
authors compare the performance metrics such as the Rgéhile access point, which may be the data sink if the network
work energy consumption and correct decoding probabilifyodel represents a sensor network. We call itAbeess Point

at the fusion center of parallel fusion architecture with  (Ap) throughout this paper. The AP is a powerful unit both in
the cooperative fusion architecture (CFA). The authors show ts processing capability and its ability to traverse thiwoek
trade-offs exist between spatial diversity gain, avera¥®® and is located at a variable height 0 < h < co above the
consumption, delivery ratio of the consensus flooding @olto center of the disk.

network connectivity, node density, and Pol intensity ilPACF  Time is assumed to be slotted to intervals of lenftaqual
Specifically, CFA is advantageous in cases with weak P@J the length of a data packet. Each node in the disk incurs
intensity. In our work, although we study the potential @yer an activity event at each slot. In a sensors network, thigdcou
gain resulting from cooperation, our focus is on a netwoltean that the node measures a physical phenomenon in case
with multiple sources and relays. By quantifying the addggl senses activity. The activity event of a node at any slot is

interference in the network reSUlting from Cooperation, Wﬁ]ode'ed by an independent Bernoulli random Varia_b|éor
address the question of “Whether or not to cooperate?” froggge;,

a different view point. Dardaét al consider a wireless sensor N ps, If wu;=1 1
network in [12] and study the interdependent aspects of WSN plui) = 1—ps, f wu;=0" (1)
communication protocol and signal processing. They stu y
the trade-off between energy conservation and the amoun%%\ﬂfngfﬁrggi &i\;hrea\:c?é%pa:gléig?g :sysz(r)ndeec; t((:)at?:ioif q
error in the estimation of a scalar field by using appropria?e y ) P vt . .

I . . o among the source nodes. This assumption is motivated by the
distributed signal processing methods, which is diffefenin se of cooperative regions to be explained later. whichallo
our focus on the added interference as a result of cooparatgoe arationpbetvxll\(/aen tgr:e source n)c()ze; S0 that,t\;lveilr activitie
and its effect on the network energy gain. P

) o . may be independent.
The main contributions of this work are three folerst, Tyhe AP isp assumed to have, receive antennas, while
we present a general network architecture for localizetbreg he regular nodes each has only one antenna. Sin,ce the AP
based cooperation in a large wireless network with multip

Second Wtical f K to i as the capability of interference mitigation using mugip
sources.econd, We propose an analytical framework to 'n.'antennas, our focus of interference analysis is on noddin t

vestigate the relation between the cooperative regiomsad|disk. Figure 1 gives a simple illustration for a possiblesdir

the interference level, and the relay decoding prObab”itMglink communication scheme and our proposed cooperative

atnotlhwe dde?ve tf[he network s_um-ra}{t_e gflven mult|plf_ a”‘enf‘é‘ unterpart, which will be discussed in the next sectiothPa
at ne destination as a main metric Tor- cooperativé TegiQllss anqg channel variations are both considered in the ehann

optimization, in a MIMO multiple access settinghird, we odel. When node transmits with powerP;[n], node j
demonstrate the power savings obtained via cooperatioeruna;ceivés the transmission with powin];; [n] .lTh;e channel
a wide range of activity levels at the nodes, and we evalu?igin can be represented as Y

the effect of different decoding thresholds on the netwo
performance. Our numerical and simulation studies provide o \hij|2
general design guidelines for optimal relaying in an ireerf Vij =

ence limited network. . .
\‘Yhererij is the distance between nodesndj andh;; models

The rest of this paper is organized as follows. Section : ] } :
; . the fading channel from nodeto j and « is the path loss
explains the network model and presents a practical regaylpo”in factor. Throughout the paper a block Rayleigh faglin
algorithm. Section Il explains the details of our analgtic 9 ) g pap yielg

framework to study the interaction between relaying and ir(]:_hannel is considered for which the channel gain is constant

terference, which is reflected in the derivation of the déugd over a block of lengthl. In our simulation resuilts, we also

probability for each node. In Section IV we compute the neﬁ_onsmer the effect of increasing the line of sight compdonen

work sum-rate with relaying, based on the results of Sestio 3lgusmg a Rician fading model between the nodes and the
11, on deriving an estimate for the number of successfldys) '
which cooperate with each source node. Section V presegts

the numerical and experimental results. Finally, concigdi Cooperative Scheme
remarks are given in Section VI. Under the proposed scheme, the nodes are divided to three

groups in terms of their operation. The first group are the
active source nodes, which are the nodes that have a packet to
Il. WIRELESSNETWORK MODEL AND RELAYING ScHEME Send at the beginning of a slot. The actual set of permissible
sources will be chosen among these nodes by the scheduling
In this section, we explain the network model under corlgorithm, which is explained in detail in the next sectidhe
sideration and present a generic relaying architecture. second group, chosen among the remaining nodes, comprise

ro 4 (2)
1)



the set ofpotential relays, which try to cooperate with the
sources. These potential relays try to implemedeede and  g|NR,,
forward scheme. The main goal of our work is to find the
o | s ° P[] yim ]

ptimal set of the potential relays and permissible soyrce
which result in the maximum network sum-rate from the'0 T 2resiil iz LRI Ym k] + 32 ey ikl vim[K]
source nodes towards the AP. We further quantify tHay @)
nodes, a sub-set of the potential relays, which are indeeghere the interference at the potential relay nodes dutieg t
successful in the decoding of their intended message. Bte lelay reception phase is either due to other permitted sourc
set of the nodes comprise the ones not chosen among the agiyées comprising the set of the active sour&@s], at time
sources and potential relays. These nodes should not attempor the relays which have completed their reception in slot
to relay and must remain silent during the communication. . — 1 and are forwarding their corresponding message to AP

. .. o Np[k—l] ) -

We define theith cooperative region, C;, as the area in in slot k comprising the seC[k — 1] = ;| Cl[k 1],
which nodei acts as a source and its potential relays atd1€re Np[k] represents the number of permitted sources
contained. We denote its radius by (Fig. 1). The optimal (COOPerative regions) at timé. The noise is assumed to
value for this radius will be determined by the value whicR® @ complex Gaussian random variable with varianGe
maximizes the network sum-rate. Relay nodes in each syeHE 1O operation in the high interference regime resulting

region usually do not have the capability of simultaneo5om Multiple simultaneous communications, we neglect the
transmission and reception. Therefore, their transmissiaye "0IS€ effect and base our analysis on SIR at the relays. The
assumed to be half-duplex. parametels is a design parameter and depends on the level of

tolerated interference by the nodes. Since we considendadi

The communication of a message from the source nogeour model, the relays within each region are still proketbl
is divided into two steps. The sourde after sensing the go under deep fades. Therefore, some of the relays may not be
environment, first broadcasts the messagek| to the AP capable of decoding successfully. However, the closerayrel
and the potential relays in itsooperative region. A potential node is to its corresponding source the higher the decoding
relay node can estimate its membership in the cooperatjy@bability is.
region of active source nodes in its vicinity by estimatite) i we define two states for each potential relesgeive and
relative distance to the source, possibly by using the vedei transmit. During the receive state the signal received at a
signal power. In the second phase, the potential relaystwhigotential relay is decoded correctly if (3) holds. If a pdieh
have successfully decoded the message will forward it to th.ﬂay is in the cooperative region of a source, and it has
destination. As we will show later, to maximize the sumsyccessfully decoded the message from the source, it titsnsm
rate, the optimal cooperative region will not cover the veholthe message to the AP in the transmit state. During the relay

network but is limited to a small area around each permitteghnsmission state we have the following expression
source. Since the successful decoding relays deliver tine sa

>,

: : Np k]
messageX; k], they act as a multi-antenna system sending a B B
common message towards the AP. Yiu[k] =0, Yalk] = Zl HiXi[k] + Z, )

The two-phase communication is depicted in Fig. 1. Duringnerey;, (k] is the received message at a relay when it is in
each slot a different set of sources are activated. Th&effe transmit statey 4[k] is the received vector of dimension
_thelr_correspondmg relays are different. Forllnstancesrm_vn n. x 1 at the destination, which is a superposition of the
in Fig. 1, suppose the relays from nogés cooperative messages sent by all zonds; is the channel vector from
region were in their reception phase during the last time slge set of relays in regionwhich have successfully decoded
and are now in the cooperative phase. Then they are @ message to the AP in addition to sourciself, X;]k]
first cause of interference to the potential relays in ndsle yepresents the message vector sent out synchronously by the
cooperative region. The source nodes which have startéd tr}@ays of regioni and source, andZ is zero-mean complex

transmission synchronously with sourcare the second causeg g ssian noise with independent, equal-variance real and
of interference. Sourckin Fig.1 represents such an examp"%maginary parts

Using the same physical model as the one introduced in [14],
a relay m is assumed to successfully decode the message

sent from the source if the SINR atm is above a required C. Source Scheduling
threshold. The physical model requirement for the decoding

. In the proposed scheme, within each cooperative region onl
at relaym can be written as brop P g y

one source is allowed to transmit during each communication
cycle. We focus on a snapshot of the network at tiktneAt

time k£ — 1, the potential relays have tried to decode their
intended message, and among them, the set of the successful
0ne of the key challenges to implementing relay-based cotperaroto-  decoding relaysD[k — 1], forward their messages towards the

cols is block and symbol synchronization of the cooperatergiinals. Such Ap during the slotk. The timing of these two slots has been
synchronization might be obtained through periodic transimis of known

synchronization prefixes [4]. A detailed study involvingethynchronization depictgd in Fig. 2. Clearly, in slat, the sources a!lowed to
issue is beyond the scope of this work. transmit should be chosen among the nodes which were not
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Fig. 1. Network layout. Transition from direct transmissiphase to cooperative communication: the relays that havedddciheir message in time slot
n — 1 are interfering with the relays which are in their receivatstin timen.

intoriarme Source T st to interference ratio at the relay, for a given size of the
Tt cooperative region. Clearly, the amount of interference at
A potential relay is a function of the number of interferers and their
RX slot TX slot f P
‘ ‘ l'meﬁe””g relay relative location to the relay. These interferers eithdotg to
]—‘ 'rf;‘lg';‘j‘fgg:p?i’(‘}: the setC[k — 1] or the sefS[k] as we explained in Section II-
TX slot . . .
| - C. During the source transmission phase, a relay C;[k|

decodes the corresponding source if and only if (3) holde. Th
overall interference atn can then be expressed as

Relav‘ RX slot ‘ TX slot

Source j and its
corresponding

relay transmission Im, [k] = Z P’Ylm [k] + Z Pij[k]

timing
]T\ 1ES[k] I JEC[k—1]

N, D
> Pym[k] + Y Pyjmlk],
=1 =1

~Y

i ]

®)

Fig. 2. Timing for a source and its corresponding relayCnas well as
possible interferer source and relays. . .
whereD; is the number of nodes which have been successful

in decoding withinC;[k] and D = Zf.v:pl D; represents the
chosen in the prior slot among the sourc®#,— 1], or relays, total number of interfering relays, and we have simplified
D[k —1]. the problem of relay selection by assuming that the nodes

Assuming that we know the optimal cooperative region aregansmit with the same poweP, = P. We next formulate

a = 7r?, to be determined as a result of our optimizatiorthe cooperative region maximization problem and analica
we can characterize the ultimate number of sources that §irel the expected number of successful decoding relaysmwithi
permitted to simultaneously transmit @éﬁ—'], where |A| is each region.
the coverage area. In practice this number strongly depemds
the network topology. Two sourcésindj can simultaneously A. Expected Number of Successful Decoding Relays
send their messages if they do not lie in the same cooperativgye denote the number of relays in regioby the random
region. The problem of finding the set of simultaneous S@IrCg,riaple V¢, Nodes are uniformly distributed over the disk

can therefore be translated into the maximal independefta. Therefore, the event € C; has a Bernoulli distribution
set (MIS) problem by considering a graph where the vertgyin Pim € C;] = &, wherea; = mre?. Ni, follows a
set represents the active source nodes and there is an eoqlqgmial distribution ‘als PAE, — ] — (N)(ﬁ)l(l )N

between two vertices and j if and only if their distance ¢ L/ A

d;; < 2rc. In our experiments, we have implemented theith mean E[Ng] = N = N In the following we
parallel algorithm presented in [15] to solve the MIS proble quantify the expected number of successful decoding relays
and found the maximal packing number. During each iteration Proposition 1: In the given wireless network within re-
of this algorithm, the active source nodes can communic&i®n i, E[D;] = [/ fPASIR(r) > p)2ardr, where
locally to determine if their distance from the source nodd¥{SIR(r) > (3] represents the successful decoding probability
already chosen in the previous iteration is smaller thgn. for a relay located at distancerelative to its source.
Under this setting the communication scheme within each Proof: The proof is similar to the proof of Theorem I in
cooperative region can be modeled as a single source 4h@] (with the slight difference that we have to replaEeV;]
multiple relays. by E[NL] = Nw‘%c‘ in (9) of [10)). [
We can further compute the expected number of total
Ill. CHARACTERIZATION OF THE INTERFERENCE AND  gyccessful decoding relays within the network.
DECODING RELAYS IN COOPERATIVEREGIONS Proposition 2: In the given wireless network the expected
In this section we quantify the interference and the correastimber of total successful decoding nodes during each time
decoding probability at a relay as a function of the signalot satisfiesE[D] = E[N,|E[D;].



Proof: Refer to Appendix | for the proof. [ ]

B. Expected Number of Interfering Nodes

Since the nodes are randomly distributed on the disk, the
number of interferer nodes is a random variable. In timeslot
the relays which have been successful in their receptiosgha
in slot &£ — 1 interfere with the relays receiving in the current
slot. The total number of interfering relays can therefoee b
formulated as

Np[k]—1
Niwolk] = > Ni, [k, (6)

j=1

WhereNj [k] represents the number of successful decod|r|1:9
| thlyn cooperative regigh(which have been successful 0. 3. Snapshot of a disk and a cooperative region. A soundeita relay

relays wi p gion 'm is shown. Differential elements of the disk area have beemsidered to

in receive mode during slat — 1). Due to the symmetry of find the overall interference at by integrating over this area.

the communication structure in different slots, the numtifer

interferers is stationary and we remove the time dependence

in the expectation. An upper bound for the number of circulgj interference, we use a continuum type approach similar to

cooFeratlve regions that can be packed in the disk area®qugk one used in [16] in crux.

=] as explained in Section II-C. Furthermore, the event rigyre 3 demonstrates a possible cooperative region (the

Of being an active source is Bernoulli with probability and small circle). The area outside this circle is the potential

the expected number of active sources equal$. Since this interference region. For each interfering noldethe amount

number canlArllot exceed the above limit, we conclBfi®,] = of interference to noden equals I, = —£-|him|?. We
min(psN, [ 7). Using the conditional expected value lawgonsider Rayleigh fading. Therefoté;,, |2 has exponential
we can W”te distribution with parameter 1, and hené&I,,,] = u; = £~

We consider a wireless network with high node den;slt%
E[N14a) = EN, [E[Nige| Ny = np]] = En, Z E[Nj )] such acontinuum model we can use a differential approach
to evaluate the expected value of interferencerat Since

Based on our interference analysis in Section IlI-C it wilhere are a total ofV;[k] interfering nodes, in the limit of

be Shown that the geograph|c |0cat|on Of the Cooperaﬂ@elarge number Of nOdeS |n eaCh d|ﬁerent|a| element we haVe
region only slightly affects the amount of interference as"drdé nodes. Therefore, an elemeiftas depicted in Fig. 3
each relay. However, the relative location of the relay o iPh average causes the following amount of interference
corresponding source is the main factor which affects the P Nyrdrdd = P N;

amount of interference. Using this symmetry and the fact dl = TQT =N 71drd0' (8)

that the interferer relays are the relays that are tranisitt
a message which has been successfully decoded during
previous time slot, we can conclude that the expected num

of interferer relays in any regioh equals to that of another i ) )
region j. We therefore can write For a differential element located at andlewith respect

to ' in Fig. 3, the segmentrh represents the distance of
E[N1,,) = En, [(N, - 1)E [Nf,e‘ay]] = (E[Ny] - 1)E[N1,e.ay] the maximum interfererdma(#). Here,z' is the axis in the
(7) directioncm. The segmentnj is the distance ofn from the
minimum possible interferer, and it is representedigs(w),
(Wherew is the angle ofn;j with 2" defined in the direction of

sum of Ny, and the number of sources in the current sl
which are interfering with relaym’s reception. Since the sm (these coordinates are used to find the equations for the two
source corresponding to the relay has to be removed fr(ﬁjﬁdes)' The derivation ofimin(w) and dma(0) is explained

the set of interfering sources, we haiN;| = E[N in Sectioq [lI-C [10] for the interested reader. The overall
g AENT] [Niea] + expected interference at can be formulated as

overall expected interference at node is, therefore,
m) = fG dI, where the integration is performed ovér,
the potential interferer region.

Finally, the total numbeiV;[k] of interfering nodes is the

E[N,] — 1.
27 dmax(é‘ P
C. Interference Analysis: A Continuum Approach / /d (ot ra’ ,,) Pra=1 drdf
In this section we explain the details for deriving an P " 1
approximation to the amount of interference at each relay— 2/ [d " 4 Na=2 " 718 —|do.
The channel from each interfering noddo the relaym is N min(—0 + Za'ma") max() )

assumed to undergo Rayleigh fading. We further assume that
the magnitude of fading is constant for each packet (quasi-In general, numerical integration is needed to solve the
static fading). To find a closed from expression for the anhouabove integral. However, in our analysis we have considered



then be computed and the details are given in Appendix II.
The main result of this section therefore can be stated as

Corollary 1: We can formulate the outage probability for
each relay as

(42
a
o

ol
o
o

1
PISIR,, < (] =Fy(B) =1~ W- (12)

Here us, = d% is a function of the nodlg’s relative distance
d with its corresponding source. The expected number of
decoding nodes within each cooperative region can therefor
be formulated by the result of Proposition 1 and is a function
its radius.

In the next section we use this result to find the optimal area

N
a
o

N
o
o

w
a1
o

w
o
o

250

Interference power magnitude at the relay

I
~

02 _ ' for the cooperative region, in which the relays are alloned t
decode and forward. To simplify the analysis we assume that
Relay-disk center distance 0o source relay distance this area is a circle and the radius of this circle is the same

for all active nodes. The latter is justified by the fact tha t
Fig. 4. The amount of interference (normalized by the numbentefferers) average.amount_Of interference at ?aCh re_-lay 'S_ ”F’t seastv
at a relay versus relay’s location in disk and its locatioatiee to its source. the relative location of the cooperative region within ttenar
re = 0.05 and[A| = 1. disk, while the distance of the relay from its corresponding
source is the determining factor. The metric of intereshis t

] . _ case is the network sum-rate.
o = 4. For this case it can be shown that (more detailed

explanation is given in [10], p.g. 5) IV. NETWORK SUM-RATE OPTIMIZATION
BlL,] =2 pP ( |A|m? B In Section Il we introduced an analytical framework to
" Yo =2 12d4 (e, m) — 27 |A|d2(c, m) + A2 quantify the number of successful decoding relays. To deriv
2 the overall network sum-rate, we consider the following-two
d*(s,m) — 2d2(s, m)rZ, + ré)' part contribution of data flow toward the AP. In the first part,

(10) the set of active sources scheduled to transmit send their
message towards the destination. This phase can be modeled
Figure 4 represents the normalized Va|l.%\§j—’"], of the as multiple-access communication. In the second part,déhe s

expected interference within the disk of unit area, as atfanc of successful decoding relays forward the decoded message
of the distance between the disk centand the relayn. Also, to the AP as depicted in Fig. 1. In this phase, the successful
the effect of the relay location relative to its correspogdi decoding relays constitute @operative MIMO system. The
source, within each cooperative region, has been considenmelay nodes within each cooperative regi@p serve as the
Note that interestingly the change of the distance relatithe multiple antennas sending a common message synchronously.
disk center does not cause substantial change in the edpedtbe network sum-rate during these two phases can be written
interference value. However, within each region, a possibhs 1
relay that is closer to the region boundaries undergoestaehig Rotal = i(Rper Rph2), (13)

amount of interference as expected. _ _ _ _
where Rpp; is the sum rate during the first non-cooperative

_ o phase and?py; is the sum-rate during the second phase when

In this section we will give an approximation for The cooperative region radius optimization can be written
PrSIR,, > (]. We consider equal poweP = 1 for all as

nodes. The interference at relaycan be formulated a&,, = Ny
Z;\Zl I},, where each interference element has an exponential ro, = arg max E[Rphg] = arg maxz E[R;(D;)]
distribution with meary;, as we explained in Section IlI-C. e "¢ = (14)

We replaceN; by its expected value as an approximation, and subjectto m € D; & SIR,, > 3 and
asiug}?mt]hat individual interference elemer!t_s have eqlmme Vi, d(i,j) > 2ropt
1= Ftany- Then, we have the sum @&[N;] i.i.d exponential N
random variables with meam, which has Erlang distribution where we use the notatioRpn, = > ;" R;(D;) to clarify
with parametetE[N;] and mearpE[N;| = E[I,,]. Hence, that R;(D;), the data rate corresponding to regigrs based
L BIN-1 ) on having D; nodes in this region. This optimization is
fr, () = BN ]e*i, for £ >0. (11) constrained by the fact that any relay within a region has
(E[NT] = 1)t to satisfy the SIR requirements to correctly decode. Also,
The distribution of the signal power received at nade the distance requirement imposed by scheduling has to be

located at distance from the corresponding source can satisfied.




The above optimization problem is non-convexrin, so elementsH; = %H;, with P normalized to 1. We can now

we use the following approximation apply Theorem 2 in [1] to find an analytical expression for
N, the network sum-rate. This theorem states that the capacity
Fopt =~ argmaXZRi(E[Di]). (15) of al single-user M!MO channel wit; transmit andn,«_
re o receive antennas with power constraiffi on the transmit

side and under Rayleigh fading equalqn,.,n:, Pota) =

JoSlog(1 + Hax) S8 s [Lamf (N]2Ae e Ad,

here f = min(n,,n:), a = max(n,,n¢), L (z) =

This approximation arises since the expected value of
concave functionf(z) obeys E[f(z)] < f[F[z]] based on
Jensen’s inequality. The inequality becomes tight as the CJY o f e d (mmna fre .
cavity decreases and the comparison between our resutts fre® **  dzs (e7*z?7/%*) is the associated Laguerre
analysis and simulation suggest that the bound is indeéd ti olynomial of orders [1]. The author furt_her gene_rahzeg
Therefore, the choice of the cooperative region which tesu he proof and show f[hat under the multiuser settln_g _W'th
in the maximum expected number of decoding relay&);], MMsenders each having powétq,, the sum-rate satisfies
will maximize the network sum-rate. The problem in this caseui=1 fti(ne) < C(nr, Mg, M Pogl). . .
is easier to solve sinc&[D;] can be computed using the In our setting, the number of transmitter virtual antenmas i

result of Proposition 1 and (12) in terms of (noting that each region isy; = E[D;], the number of receiver antennas is
N is a function ofr¢). We solve this optimization problem n,, and the power constraint for the transmitters within each
numericall ' region is Pas = n¢ P. Thus, the achievable sum-rate satisfies
- PR R < Oy, B[N, EN,JE[DI ).
The capacity of a MIMO channel has been derived in the ™
landmark work of Telatar [1]. Next, we further clarify the NUMERICAL ANALYSIS AND SIMULATION RESULTS
multiuser MIMO model and show that our setting follows the hi . ical its based h
same scheme, assuming that the AP has access to the chanr{@It |sdsect|lon_ wle fpresent rllumednca results h ase _c;]n th N
state information. The number of transmit antennas in ea@f’P0S€d ana ytica ramework and compare them with the
regioni equals to the number of successful decoding nod ér'nulatlon results. The capacity maX|m|zat|on proplem h_as
approximated byZ[D,]. Then, the uplink of a MIMO channel een solved numerically by changing the cooperative region
with multiple users can be modeled using (4), whetgis radius and finding its optimum value. We have assumed the
then, x E[D;] matrix representing the channel response frofﬁath,los,s roll-off fac.tor to bex = 4 W'th',n the plqnar disk as
the cooperating nodes of regiéro the AP, andk; represents justified in [13] for wireless networks with low-lying anteas.
the E[D;] x 1 vector of the cooperative message sent fror];he free space path loss factor between the nodes and the AP

regioni. Note that since the nodes are located close to edghhﬁwetver, cort15'|derefd. t(t) heTfQ thi i th
other and at each instance we only consider the nodes WhiC|’-1r € two metrics ot interest for this setling are the sum-

have successfully decoded the message, we can assume’ it and the power efficiency. To avoid the event_ of very
cooperation and consider them as multiple-antennas sgndf ose nodes, which causes the strength of the receivedl signa

the same message. Given the channel state informationto|sbe unlimited in our model, a minimum distaneeis

known at the receiver, the capacity region with multiplesiee z]a\?su2med getiveler.l the n(;)ddest. For the tumt tg'stk \Il\lﬂthoges,
antennas can be expressed as [17] me? < |A| = 1 is needed to guarantee that all nodes can

be located within the disk. We assumed= — —. For the

[

M H simulation, the capacity results have been averaged over 25
Z Ri(E(Di)) < En[log det(En, + Z Z HiH)l different network topologies. In all cases, the AP is asslime
=1 =1 to be located at height = 1 above the network and, = 1

has been considered.

M

VM, 1< M < N,,
(16)

where E, is the n, x n, identity matrix andZ = A Effect of Cooperative Region Radius and Number of Re-
[21,...,2,,]T is the noise vector at the receiver, where wegive Antennas

assume; to be a Gaussian RV with variancé. Replacing Figure 5 presents log-scaled plots of the sum rate for

M = N, results in the expression giving the maximum, nenyork with N = 1000 nodes. The effect of different
achievable sum-rate. numbers of receive antennas based on the capacity results

It is shown in [1] that for the case of Gaussian sources witlf the previous section is also shown. As we expect, the total
and channel matriceld; with i.i.d complex Gaussian entriesnumber of successful nodes in decoding determines the capac
with mean zero, the above sum can be analytically expressgdWe observe that the curves for different numbers of ikece
in terms of Laguerre polynomials. In our system model, sin@tennas have the same characteristic in terms of the point
it is assumed that the AP is located at a heifgtiar enough where the maximum sum-rate occurs. The determining factor
from the nodes, the expected power received at the AP fromfalt the network sum-rate is the total number of cooperative
sensing nodes approximately equﬁs Assuming Rayleigh regions and the number of decoding nodes within each region.
fading, the elements of each matrkt; have a Gaussian Therefore, the optimum region radius is the same for differe
distribution and are scaled by the above expected powelues ofn,.. However, the increase in the number of antennas
factor. Hence, for our modekl; can be written as a scaledwill result in spatial multiplexing which causes the capaci
version of a matrixH; with zero mean complex Gaussiarincrease shown in the curves. Furthermore, this figure sigge
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that the choice of the optimal region radius is crucial fdr a ‘ \_,_.—""'+
values ofn,. o -

The main reasons for the difference between the analy ¥ ol \,
and simulation are the edge effect, the approximations us 5 /«‘.
in calculating the average sum-rate, and the fact thatibts r 3 A o
possible in general to quantify the number of active sourc ;3 »” B
chosen by the scheduling scheme analytically. Since noc g ol o —
are randomly located, the actual number of sources chosen 3 PR =0~ P;=0.02 (Simulation)
the MIS algorithm is less than the number determined by tl & < —6—P=0.02 (Analysis) | |
theoretical results. g o == P70.05 (Simulation)

We also consider a Rician fading model between the noc 427, T RT005 (Bnalis) )
and the AP. The parametet (so-called K-factor) is the mem R0 (Simulaton
ratio of the energy in the specular path to the energy P02 (Bnabyel) | |

3 ‘ ‘ ‘ ‘
. . 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
the scattered paths ([17], Section 2.4.2). The largas the Number of nodes in the network

more deterministic the channel is. Figure 6 demonstrates u

existence of an optimal cooperative region radius for t#ifé Fig. 7. Maximum Network sum rate for different number of nodestie

values ofx, assuming equal channel power for all values afetwork and different activity probabilities

k. By increasing the deterministic component of the channel

gain, the overall sum-rate decreases since the MIMO channel

no longer benefits from a rich scattering environment. Thbe optimal radius with the increase in activity probailit

effect of deterministic part of the channel on MIMO capacity;. For the cooperative region of node choosing a large

is explained in more detail in [18]. value for the radius results in shutting down many sources
In Figure 7, the maximum network sum-rate is depicted féhat lie in the cooperative region. The capacity loss due to

different number of nodes within the network and differerihis overcomes the gain obtained by cooperation. This fact

activity probabilities at the nodes. It can be seen in ttdiggests that in networks with high data arrival rates, simgp

figure that increasing the activity probability leads to sunflirect transmission is the optimal strategy compared to the

rate increase as expected. Also, having more nodes in ff@@perative strategy.

network results in more sources and, therefore, more caeper In Figure 9 the probability of successful decoding at a relay

tive regions to be scheduled during each transmissionr&igwersus the relay’s distance from the source is given, faehr

8 gives more precise intuition of how the scheme workslifferent values of-c with rqp = 0.05. As the figure suggests,

For each activity probabilityp,, increasing the number of increasing the region radius above the optimum value does no

nodes results in cooperative regions with smaller radii éo further improve the system performance.

optimal. This is expected since our scheduling algorithdy on  As an example, consider a relay located at the distance 0.02

allows non overlapping cooperative regions. As the numberwom its corresponding source. For the region radiyg =

nodes increases we have to pack more cooperative region, the probability of successful decoding at this relay egual

and it makes intuitive sense for the optimal regions to ®&51. This value is almost the same for a region with radius

smaller. Another interesting observation is the decrease 1, = 0.11 and increases to 0.85 fog, = 0.19. However,
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Fig. 8. Optimal cooperative region radius for different numbnodes and

different activity probabilities. Fig. 10. Optimal network sum-rate versus different values efadiing

threshold.

decoding threshold will result in the case where coopanatio
cannot benefit the network by increasing its capacity or powe
efficiency, and direct transmission in both slots will be the
optimal transmission strategy.

Figure 10 illustrates the capacity decrease as a result of
increases in the decoding threshald As we expect, the
change in the sum-rate is small in cases where we have a
higher activity probability , = 0.2), which is due to the fact
that the optimal solution either does not involve cooperatr
the amount of cooperation is negligible. Therefore, thengea
in the threshold does not significantly affect the perforogan
However, the decrease is apparent in the low activity regime
(ps = 0.02). We have studied the change of optimal cooper-

0 0.05 01 0.15 02 ative region in Figure 11. For lower decoding thresholds, th
Relay distance r from source cooperation performance is not significantly affected by th

amount of interference. This fact results in large radiuarin

Fig. 9. Probability of successful decoding versus relajadise from source. optimal cooperative region. However, increasing the thokbs
causes the relays to be more sensitive to interference. This

for the region with a higher radius of 0.19, as we can sé@ads to ineffectiveness of the relays that are close to the

from the figure, there is a very small probability of corrgctlboundaries of a large cooperative region, which suggests th

decoding for the relays located further thagp; = 0.05 from choice of smaller regions as the optimal solution in coojpera

the source. In this case, by allowing a bigger cooperati@@mmunication.

region we have allowed the amount of interference in the

network to increase due to more interfering relays, whiéh

is only little increase in the number of decoding relays whi

are close to the source. This results in the overall decrefise We evaluate the power efficiency by using the notion of

the sum-rate compared to the case of relaying with optim@@operation gain. To define this notion more precisely, we
cooperative region radius. assume that there a¥, active sources within the network

each transmitting with poweP under the direct transmission
i setting. We call the achievable rate under this setiityg.
B. Effect of Node Decoding Threshold We compute the overall required power under the cooperative
The decoding threshold;, of potential relay nodes can leadsetting to achieve the same sum-rate (i.e., we Hayg =
to noticeable change of the sum-rate and energy savinggwitR ). Under the optimal cooperative setting, a total\gf+ D
the network. In this section we study this effect for a widaodes are active (whe®, represents the number of sources
range of changes in the decoding threshold. Having a smafd D represents the number of successful decoding relays),
threshold leads to the idealized scenario where the nodes each sending with poweP’ to achieve an overall throughput
tolerate a high level of interference. On the other hand,ga bif Rtot = Rgir. The cooperation gain of the network is defined

P[SIR(r)>B]

CC. Cooperative Gain
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(N, + D)P"

As shown in Figure 12, the simulation results show significa

power savings for low arrival networks with low decodin
threshold. The power saving effect decreases with theasere

Cooperation Gain= a7

10

and power savings that can be obtained via cooperation.
The performance gain obtained via cooperation is limited by
the inherent increase in the amount of interference that the
relays can cause. We study the optimal amount of cooperation
by evaluating the trade-off between exploiting the nodes as
relays and the increase of interference caused by asyrmison
transmission of the relays in a dense wireless network. We
introduce the notion of cooperative regions, whose radius
can be optimized to maximize the overall network sum-rate.
The power efficiency obtained via the choice of the optimal
cooperative regions is evaluated. Numerical results based
the proposed analysis provide design guidelines for optima
relaying in interference limited wireless networks andstrate

the potential performance gains obtained by cooperation.

APPENDIX |
PROOF OFPROPOSITIONII

Note thatD;s are not independent frody, and the con-
ditional probability results do not apply. Wald’s equal[ty9]
states that if{D;|1 < i < N,} are ii.d random variables
each with meanE[D;] and N, is a stopping rule forD;
andD = D; + ...+ Dy, then E[D] = E[D;|E[N,]. We
first show thatN, is a stopping rule fotD;. For any source
1 <4 < N, ifitis allowed to transmit it means that the
scheduling algorithm permits regiarto be added to the set of
cooperative regions. Therefore, for a new source chosengmo
the network nodes, it has to satisfy this distance criterTdris
criterion is only dependent on the location of other sources
1,...,7— 1, which have been selected by the scheduler prior
to choosingi. Therefore, N, is a stopping rule, and by Wald'’s
equality E[D] = E[N,|E[D;].

APPENDIXII
DERIVATION OF THE CDF OF SIR AT THE RELAYS

The received signal frons at m has the average power
s d(,, and therefore, the distribution of the recelved power
z in a Rayleigh environment followgz(z) = ie w.Ina
large network with interference, we assume that the anggitu
of noise at each relay is small relative to the interference.
Therefore, it suffices to find the distribution of SIR,= I—

Since 7 and I,,, are positive, the distribution of the SIR is

gl:omputed as

in the threshold or activity. In order to compare the power .,
2)f1,, (x)dzdx
savings as a function of the number of nodes, we con5|der =0
networks with the same total transmission power. Figure 12 z=zy 1 e 2 EINT—1 .
/_ / (E[NI] 1) E] dzdx

shows that despite increasing the number of nodes when using

cooperation, which results in each node having a smalleesh
of power, the network cooperation gain increases.

VI. CONCLUSION

This work presents an analytical framework to study the ef-

fect of cooperation in large wireless networks with intezfece
mitigation. We have evaluated the potential sum-rate asze

a . E[N1]-1 i (18)
= (1—e ue “ud
Aﬂ) ‘ NEWA—U B C N

1
h yE[I,]\ENI]’
(14 =)™

where we have used the table of integrals [20] to obtain the
last equality.
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